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Abstract

- Josep Balasch’ - Bohan Yang' - Santosh Ghosh? - Ingrid Verbauwhede'

Models and tools developed by the semiconductor community have matured over decades of use. As a result, hardware
simulations can yield highly accurate and easily automated pre-silicon estimates for, e.g., timing and area figures. In this
work, we design, implement, and evaluate CASCADE, a framework that combines a largely automated full-stack standard
cell design flow with the state-of-the-art techniques for side-channel analysis. We show how it can be used to efficiently
evaluate side-channel leakage prior to chip manufacturing. Moreover, it is independent of the underlying countermeasure
and it can be applied starting from the earliest stages of the design flow. Additionally, we provide experimental validation
through assessment of the side-channel security of representative cryptographic circuits. We discuss aspects related to the
performance, scalability, and utility to the designers. In particular, we show that CASCADE can evaluate information leakage
with 1 million simulated traces in less than 4 h using a single desktop workstation, for a design larger than 100kGE.

Keywords Side-channel analysis - ASIC - Hardware simulation - Design time methodology

1 Introduction

Side-channel analysis (SCA), introduced by Kocher et
al. [19,20], is acknowledged as a major threat to crypto-
graphic implementations. Unlike conventional cryptanalysis
techniques that stem from mathematics, SCA leverages infor-
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mation that leaks through inherent physical channels. These
physical magnitudes carry within information about the val-
ues and operations internally processed by a circuit, including
cryptographic keys. The most prominent exploitable physical
side channels include timing [19], power consumption [20],
and electromagnetic emissions [12]. Seminal simple power
analysis (SPA) and differential power analysis (DPA) [20]
attacks were soon followed by techniques such as correla-
tion power analysis (CPA) [6] or mutual information analysis
(MIA) [14]. These attacks have been used to break security
features of commercial devices [2,10,26]. In parallel with
this, multiple countermeasure schemes have also emerged.
Masking [7,15] is a well-studied technique based on ran-
domizing the processing of sensitive variables during a
cryptographic execution. A valuable property of masking
schemes is that their security can be formally proved, as long
as the leakage models and the underlying hardware assump-
tions hold. Recent examples of masking schemes tailored
to hardware include threshold implementations (TIs) [25]
and domain-oriented masking (DOM) [22]. Alternatively,
secure logic styles can be used. These circuit-level hid-
ing techniques, such as wave dynamic differential logic
(WDDL) [34] and improved masked dual-rail pre-charge
logic (iMDPL) [27], aim to make the power consumption
independent of the data being processed. The prevalent
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methodology for side-channel evaluations at design time
relies on FPGA prototyping. The functionality of the desired
ASIC circuit is mapped onto an FPGA platform, often
equipped with dedicated circuitry to obtain power consump-
tion measurements. The design is then subjected to batteries
of attacks, in order to verify whether security assumptions
hold and that no flaws were introduced during the imple-
mentation. The level of security is typically determined by
the number of measurements required to recover the key,
i.e., measurement to disclosure (MtD). In recent years, leak-
age detection testing strategies such as test vector leakage
assessment (TVLA) [9] have gained popularity to assess
the security of implementations against SCA. In contrast
to actual attacks, TVLA decreases the evaluation costs by
simply contesting the presence of information leakage in dif-
ferent statistical moments. A limitation of this approach is,
however, that FPGA implementations can only be compu-
tational equivalents of ASICs. The fundamentally different
structure of FPGA configurable logic blocks and ASIC gates
can therefore make such evaluations incomplete. Formal ver-
ification methods such as [3,5] are emerging as valuable
alternatives that do not require collections of measurements.
Nevertheless, they operate on rather high levels of abstraction
and are closely tied to certain types of countermeasures.

1.1 Motivation

Manufacturing side-channel secure devices is a costly and
time-consuming process, requiring high degree of exper-
tise. SCA vulnerabilities disclosed at post-silicon stages can
cause major setbacks that may require a complete redesign.
In this context, simulations rise as an attractive alternative
to assess the SCA security at design time. They have the
potential to capture information leakage already in pre-layout
stages. Simulation techniques for typical hardware design
constraints are long studied and well integrated into elec-
tronic design automation (EDA) tools. As a result, they can
provide remarkably accurate area, delay, and power estimates
even in the earliest design stages. In this work, we combine
existing models, EDA tools, and SCA assessment techniques
to create a comprehensive, generic, and extensible frame-
work for side-channel analysis at design time. We show how
it can be used efficiently to provide feedback to designers
about the side-channel security of a circuit. We approach the
problem from a hardware designer’s perspective, in a manner
compliant to widely spread standard cell design flow. This
includes taking a closer look at the power models available
in the EDA industry and making them available to the SCA
community. We focus on power consumption waveform in
time as the preferred side channel. We refer to this waveform
as the instantaneous power consumption.
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1.2 Related work

Simulating instantaneous power is the prevalent approach
for evaluating the SCA security of secure logic styles. Tiri
and Verbauwhede [35] target an AES core implemented in
WDDL [34]; Kirschbaum and Popp [18] an 8-bit controller
in masked dual-rail pre-charge logic (MDPL); Regazzoni et
al. [29] instruction set extensions in MOS current mode logic;
Kamel et al. [17] an AES S-box in dynamic and differen-
tial swing-limited logic; and Bhasin et al. [4] a PRESENT
engine in WDDL. All these works employ existing EDA
tools to generate multiple power estimates from the cir-
cuit under test, either via SPICE simulators [4,17,29,30,35]
or via logic simulators [18]. Custom design flows [36,37],
considerations [21], and models [1,11,23] are tailored for
specific cases. It is understood from these works that differ-
ent balances of the simulation accuracy versus time trade-off
influence the security assessment. Logic simulations can
provide quick but rough information leakage estimates at
early stages. Transistor-level simulations, on the other hand,
achieve better accuracy at the cost of more computation time.
The number of measurements required for an evaluation can
range from thousands to millions, which may be prohibitive
in certain cases.

1.3 Our contributions

Although the topic of SCA evaluations based on simula-
tions has been investigated in earlier works, to the best of
our knowledge it has not yet been made an integral part
of the design process. In this paper, we address this in a
wholesome and methodical manner, spanning over the entire
design flow—from behavioral to layout stages. We tackle
both practical aspects on the implementation and evalua-
tion of cryptographic circuits. We also provide performance
and scalability figures to show the practical viability of the
approach. Our goal is to enable a methodology that allows
circuit designers to assess the security of their implementa-
tions at different stages, similar to what is currently done for,
e.g., timing constraints. Our contributions in this work are
placed along four different lines.

Firstly, we design and implement a flexible framework
to support SCA at design time. We start from decades of
experience by using commercial EDA tools. We enrich this
set with optimized parsers and analysis tools written in C.
Our framework strings them according to categorized sets of
parameters, to allow high degree of automation of design and
SCA assessment. Secondly, we take a close look at the phys-
ical gate-level models used by the EDA industry and how to
use them to provide SCA assessments. Thirdly, we apply our
framework to a set of representative cryptographic circuits in
order to validate its functionality, performance, and utility.
Lastly, we discuss the validated features and give an example
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of a real-world application. In particular, demonstrate a flaw
in a recently proposed masked design of an AES S-box.

1.4 Paper organization

The rest of the paper is organized as follows. In Sect. 2, we
present our framework and delineate the tools, models, and
methodology used. In Sect. 3, we give experimental results
to illustrate and validate the functioning of our framework. In
Sect. 4, we benchmark and discuss our framework using sev-
eral circuits. Lastly, we present our conclusions and delineate
directions of our research in Sect. 5.

2 Computer-aided SCA design environment

In this section we introduce computer-aided side-channel
analysis design environment (CASCADE!). We begin by
delineating the design rationale. Next, we describe its main
components and their interaction. Lastly, we present the mod-
els for timing and power simulation along with the simulation
methodology.

2.1 Design rationale

The goal of CASCADE is to incorporate SCA evaluations
at design time into standard cell design flow. We aim to
combine knowledge of both EDA and SCA communities to
develop a tool easily applicable in practice. CASCADE is
built around commercial EDA tools and associated data for-
mats. We adhere to the standard cell design flow by using
EDA simulators to obtain instantaneous power consumption
estimates, starting at the earliest stages of design. In order
to embed SCA evaluations in all of the standard cell design
stages, we design and implement additional software com-
ponents that bridge the gap between EDA tools and SCA
evaluations at design time. This requires addressing several
challenges. Firstly, there exists a gap in current timing and
power models used in EDA contexts. Timing models are pri-
marily targeted for performance, while power is primarily
a concern for heat dissipation and battery life. In contrast,
SCA evaluations depend on less studied models for instan-
taneous power consumption estimation. Secondly, there is a
gap in the handling and interpretation of simulator outputs.
SCA evaluations require processing of up to millions data-
dependent simulations. Therefore, enabling mechanisms to
efficiently generate and cope with sheer volumes of data is
of critical significance for practical applications.

' A snapshot of CASCADE is available at:
https://github.com/dsijacic/ CASCADE.

SCA evaluations using simulations We argue that the sys-
tematic use of simulations along the EDA flow can greatly
decrease efforts of designers, while yielding more reliably
secure designs prior to manufacturing. At design time, it is
easy to focus on critical hardware blocks, prior to evaluation
of entire designs. We can treat effects of controllers, data
path, and all added circuitry (e.g., clock buffers) uniformly,
without any additional manual input. The absence of noise
and high levels of precision allows us intimate observation of
the target circuit, unattainable using measuring equipment.
Simulations also provide fully aligned traces, removing the
need for preprocessing. Unlike FPGA evaluations, we rely
on a one-to-one model of an ASIC circuit. Compared to the
inherently serial nature of data acquisition from a chip, sim-
ulating multiple power traces in parallel is trivial. We stress
that models, as simplifications of physical phenomena, can
never fully capture the reality. Hence, simulations are only as
accurate as the models they use, and they cannot account for
artifacts of the manufacturing process. Therefore, we do not
propose design time evaluations as a replacement for post-
silicon measurements, but as a design technique aimed at
shortening time to market and more reliably secure designs.
In our view, the practical viability of SCA evaluations at
design time is bound by three aspects of simulations. Evalu-
ations must be available as early in the design flow as possible
and be fast and scalable in terms of circuit sizes and guar-
antee a reasonable level of confidence in the security of the
end device. In this work, we focus on the first two aspects.
In order to study the last key aspect, it is necessary to make
comparisons against chip measurements for a number of dif-
ferent scenarios. We leave this for future work.

SCA Assessment Estimates of information leakage obtained
at different abstraction layers need to be analyzed in order to
assess the security of a circuit. Since we want to be able to
quickly assess an arbitrary piece of design, we prefer generic
methods over batteries of attacks. A possible approach is to
use the information-theoretic metric proposed by Standaert
et al. [33]. While it is certainly useful and possible to inte-
grate in our setting, estimating probability distributions may
be too computationally and memory intensive. Instead, we
focus on SCA evaluation by means of leakage detection. In
particular, the TVLA methodology [9] uses the #-test distin-
guisher to detect statistical dependencies between sensitive
data and side-channel information contained in the instanta-
neous power consumption measurements. The test analyzes
two sets of measurements partitioned according to sensitive
information. Assume p;, 01.2, and n; to be sample mean, vari-
ance, and cardinality of set 7, respectively, where i € {1, 2}.
Then, the two-tailed Welch’s r-test is used to compute ¢ as
per Eq. 1.
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If the ¢-value is outside the 4.5 range, the test rejects the null
hypothesis with confidence greater than 99.999% for a signif-
icantly large numbers of measurements [9]. Null hypothesis
being that all samples are drawn from the same distribution,
this indicates the distributions of the two sets are distinguish-
able and thus shows the existence of side-channel leakage.
The instantaneous power consumption measurement corre-
sponding to a single execution of the target algorithm is
referred to as power trace. Each power trace is therefore a
vector of power samples, and the z-test has to be applied
sample-wise. The obtained vector is referred to as z-trace or
differential trace.

The main advantages of TVLA are its fast computation
time, low memory requirements, and the possibility to test
for leakages in higher-order statistical moments. TVLA com-
puted using Eq. 1 is the first-order TVLA, as it checks for
the existence of leakage in the first-order statistical moment.
Higher-order moments can be used for more rigorous secu-
rity assessment, although they are more demanding in terms
of computational power. Efficient computation strategies for
different orders have been recently put forward in [31,32]. In
practice, TVLA is often used to locate potentially vulnerable
samples within power traces, such as S-box computations.
Then attacks can be focused on these samples only, signif-
icantly decreasing computational cost of attacks. Similarly,
based on the position of these samples in the simulated trace
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Table 1 Configuration parameters

Category Examples

Simulation Precision, duration

Design constraints Critical path
Resources Library resources

Physical constraints Placement constraints

CHECHCHCHC)

Power Model parameters

vulnerable parts can be pinpointed with a precision of the
single gate.

2.2 Framework description

CASCADE allows automated and efficient SCA evaluation
during all stages of the standard cell design flow. While
it is easily extensible, its current modules are depicted in
Fig. 1. CASCADE is available via a command line inter-
face (CLI). The session manager (SM) is the central part of
the framework. Every time a new session is started, a set
of Parameters are configured and stored within the SM.
These are shown in Table 1.

The SM centrally manages all configuration parameters.
After evaluation, they are returned to the different tools
according to their desired format. We opt for this centraliza-
tion to ensure coherency between tools, thus avoiding time
loss due to error-prone manual handling. The library man-
ager (LM) parses and handles standard cell library files. The
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Table2 List of commercial EDA tools used

Acronym Function Tool

LS Logic synthesis Synopsys Design Compiler
LT Library translation Synopsys Design Compiler
PS Physical synthesis Cadence Innovus

LSIM Logic simulation MentorGraphics QuestaSim
PSIM Physical simulation Synopsys PrimeTime, PX
SSIM SPICE simulation Synopsys HSPICE

design.v | run.1s J@J) run.1T ) @) run.PS)

() Design stage
Commercial tool
E= scA evaluation
—> scA closure

(_2)]) S n.LtIMJ@@D gln.LStMJ@g)@]) par.LStMJ

Fig.2 Standard cell design stages using CASCADE

remaining components are: Handlers, Generators,
Parsers and Analyzers.

Handlers wrap EDA tools, abstracting their function-
ality, vendor, and software version. Each handler can be
modified, or new ones can be created, independently from
the rest of the framework. This makes CASCADE easily
adaptable to any changes in the underlying tools or the flow
itself. Handlers facilitate a design or a simulation stage
in a streamlined and automated manner. They produce TCL
scripts (e.g.,run. LS, par . LSIM) used to drive the under-
lying tools. Depending on the point in the flow, TCL scripts
are associated with categories of parameters. Any change in
session parameters is automatically propagated to all points
in the flow. The set of EDA tools we currently use is given in
Table 2. The traversal of design stages is depicted in Fig. 2.
The initial behavioral (BEH) stage includes design capture
and functional simulation of a circuit description in, e.g., Ver-
ilog. Logic functionality is synthesized (SYN) using generic
logic gates. This functionality is then mapped to library cells
of aconcrete library, to form a gate-level netlist (GLN). Placed
and routed (PAR) design stage comes before the tape-out.
CASCADE enables SCA evaluation at every stage of the
design flow. Similarly to timing closure, proceeding to the
next stage is allowed once security requirements are fulfilled
for the current stage. We perform these simulations using
models described in Sect. 2.3.

Generators aid the automation. The test bench gener-
ator (TG) produces test benches based on Verilog code of the
design (e.g., tb.v) and parameters obtained from the SM.
TG parses the Verilog netlist, wires the design, and facilitates
control signals for data input and capturing (e.g., trigger
signal that indicates when to record power consumption).
All status and control signals used to configure and run a

particular design should be handled manually. Test benches
for different configurations can be easily added. Input data
are read from a binary file, resulting in otherwise unchanged
structure of each test bench. Depending on the desired test
TG generates different data vectors (e.g., user-supplied func-
tional tests, (pseudo)random inputs or EDPC sequence). In
case of pipelined designs, such as TI circuits, to observe the
worst case we keep the inputs stable until data have finished
propagation. Feeding subsequent data would introduce noise
as the pipeline would be computing on multiple statistically
independent inputs at the same time. Delay generator (DG)
is used to annotate generic netlists at SYN design stage (c.f.
A-delay in Sect. 2.3). Delay annotations are stored in the
standard delay format (SDF), compliant with modern EDA
tools. SPICE generator (SG) includes a translator from Ver-
ilog to SPICE netlists, as well as an analog version of the test
bench generator.

Similarly to data acquisition tools used in measurement
setups, we design optimized Parsers to process and store
data in a SCA-friendly manner. We design and implement
them in C. Regardless of the type of data we parse, logic
parsers (LP), power parsers (PP), and SPICE parsers (SP)
output a power frame file (PFF), a custom binary format for
storing simulated instantaneous power consumption traces.
We refer to the part of simulation that corresponds to one
power trace as simulation frame. Each frame starts with
data associated with the frame transitions followed by time—
value pairs of discrete digital events. We allow associating
three vectors with each frame: input, output, and target data
vector. CASCADE configuration allows binding these three
vectors to arbitrary nodes. The latter allows us to leverage
the native simulators to perform any post-processing, e.g.,
unsharing the sensitive variable. Frame-associated data also
support functional validation of the design and SCA process-
ing, e.g., frames can be partitioned on the fly.

Lastly, we use Analyzers to process PFF files. We
design and implement them in C. Each analyzer can imple-
ment a specific SCA assessment technique, e.g., TVLA, or
an attack, e.g., DPA or CPA. Focusing on TVLA, we fol-
low the roadmap of Schneider and Moradi [32]. We abstain
from applying the faster leakage assessment of Reparaz et
al. [31] because of the prohibitive cost of storing 2% his-
tograms. We discuss this topic further in Sect. 4. The analysis
consists of three steps that are performed on the fly for each
frame. Firstly, a continuous power waveform is reconstructed
from the frame data, PFF header information, and desired
parameters. Secondly, analyzer’s context is updated with this
waveform. And thirdly, we evaluate the context and write
the output trace to analyzed frame data (AFD) file, a custom
binary for convenient visual inspection. The latter step is
mandatory after the final frame, but can be done periodically
to observe the evolution of the SCA assessment. AFD files
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can preserve the analyzer context, so that on-the-fly evalua-
tion can be continued at will.

2.3 Simulation models and methodology

Analog SPICE models, albeit the pinnacle of electronic mod-
eling in terms of accuracy, feature exponential increases in
runtimes with the increase in circuit sizes. We do support
them in our framework, as they are useful as a reference for
smaller validation circuits. For practical reasons, we focus
on timing and power models that have the potential to scale
efficiently.

2.3.1 Models from the SCA community

The design of masking schemes often relies on minimal
assumptions when modeling the underlying hardware. Early
works, such as [38], retain their security only in the zero-
delay model, i.e., they can be broken due to the effects
of glitches caused by the propagation delay in CMOS cir-
cuitry. Modern masking schemes prevail in the presence of
glitches, e.g., non-completeness property of TI. Splitting sen-
sitive values in multiple shares and performing independent
computations ensures no glitch in any of the shares leaks
information about secret values. Consequently, modeling of
circuit timing under these assumptions is not of great con-
cern. This allows for the use of generic, library independent,
A-delay models where each gate is assigned a fixed delay. On
the contrary, the secure logic style community often relies on
detailed SPICE-level simulations for the evaluations of their
designs.

Leakage models often employed by the SCA community
are based on the Hamming distance and the Hamming weight
of the processed data. Both are based on the predominance
of dynamic power consumption in CMOS logic. Hamming
distance model maps every toggle with a Dirac-like pulse
of unitary amplitude. Multiple toggles that happen at the
exact same time are simply added together. Hamming weight
model maps the number of logic ones to the amplitude of the
Dirac-like pulse, without considering previous states. It is
particularly useful for evaluating software implementations,
where periodically pre-charged buses are the main source of
leakage.

2.3.2 Models from the EDA community

Timing parameters determine performance constraints,
e.g.,setup and hold times. Hence, models for timing sim-
ulation (closure) are at the heart of EDA tools. Standard cell
libraries contain detailed information on how to extract tim-
ing parameters for GLN and PAR stages. In the GLN stage,
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Fig.3 CCS output current waveforms of a XOR_X1 gate

interconnect delays are extracted from statistical wire load
models embedded in the standard cell libraries. In the PAR
stage, delays are extracted from the actual physical layout.
Therefore, at PAR stage impact of concrete parasitic elements
is taken into account. These are detailed models for timing
and power consumption, in the Open-Source Liberty format
from Synopsys, compatible across EDA vendors.

CASCADE uses composite current source (CCS) models,
shown to be capable of producing power and timing estimates
very close to SPICE [24]. The output current waveforms of
each standard cell are captured through the process of char-
acterization. Characterization employs detailed SPICE-level
simulations, using technology parameters known only to the
technology company that produces the library. It assumes
different input slopes and output loads to account for dif-
ferent “surroundings” of the cell in the layout. Figure 3
depicts all of the output current waveforms for the XOR_X1
gate of the NanGate 45 nm library. A remarkably high level
of detail is captured, such as asymmetries caused by tog-
gles at different pins. As the underlying Boolean function
is commutative, this asymmetry cannot be detected with-
out observing physical properties of the cell. As such, CCS
models are an industry standard used for “golden” sign-off
estimations.

Similarly, timing, power, and noise tables are formed and
stored into library files. For a given design and constraints,
these curves are used to estimate timing, power and sig-
nal integrity, respectively. Coming from this abundance of
information, it is interesting to see the corresponding power
waveforms obtained using commercial EDA tools. In par-
ticular, we use PrimeTime with PX add on. We henceforth
refer to these simulations as PTX. Figure 4 depicts instan-
taneous power consumption of the XOR_X1 gate, evaluated
using PTX for several transitions, i.e., frames. In both cases,
XOR_X1 isdriven using DFF_X1. Solid blue line is obtained
when the loading capacity of the output pin is set to the capac-
ity of the DFF_X1/D pin. Dashed red line is obtained by
increasing this capacity four times. When evaluating small
isolated circuits using PTX, it is important to set proper
design constraints. Although these representations contain
more information than the unitary pulses normally used in
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Fig. 4 PrimeTime PX simulation of the XOR2_X1 gate using CCS
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the SCA world, the output waveforms are clearly designed
with average power consumption in mind.

2.3.3 Consolidating timing and power models

We use parametrized A-delay model to bridge the gap
between SCA and EDA worlds. Such models are useful to
provide assessments before a specific library is introduced.
Equation 2 states the general form of the parametrized A-
delay model.

A=8(1+F0) (2

Here, § is the fixed propagation delay, F is the fanout and 6 is
the scaling factor. By choosing § = 0, the model is reduced
to A = 0, i.e., zero-delay model. By choosing § > 0 and
0 = 0, the model is equivalent to fixed A > 0 delay model.
Lastly, for 6 > 0 and 0.05 < 6 < 0.20 we define fanout-
dependent delay A, F. We chose the range for 6 based on
empirical observations of several modern libraries and use
these values in our experiments.

Poo1=1,Po=1-« 3)

We expand the Hamming distance model into the marching
stick model (MSM), named for its graphical interpretation.
MSM is described by Eq. 3. The parameter « is used to
address the asymmetry of rising and falling edges. MSM
evaluations are computed by the logic parser (L.P) and can be
used on top of logic simulations orthogonally to the underly-
ing timing model. We can relate MSM to CCS power models
in the same manner as A-delay models relate to the timing
ones. We compare the quality and performance of SCA evalu-
ation using MSM versus PTX simulations at different design
stages. MSM estimations are adjunct to the logical simula-
tions. They are a precursor for the event-driven instantaneous
power consumption estimations using CCS power models.
Hence, they are the common case in terms of performance
and scalability.

2.4 Simulation methodology

Our methodology is closely coupled with every stage in the
traditional standard cell design flow. While these stages are
alike to the functional simulations for timing closure, the
rationale behind them is completely different. In traditional
design, flow designers care about the values in the steady
state, i.e., after all transitions have settled. We rather focus
on the transitions, observing changes in the instantaneous
power consumption caused by an input change. Since we
make no assumptions about the functionality of target circuit
(other than it being a digital circuit), this allows us to apply
the approach to any standard cell design. Consequently, we
can analyze implementations of masking schemes, standard
cell secure logic styles or any other block of digital hard-
ware in the same manner. In order to capture all possible
transitions of a circuit with n input bits, we need to simu-
late 22" — 2" non-trivial transitions. We call this simulation
sequence exhaustive dynamic power capturing (EDPC). We
use Algorithm 1 to ensure traversal of all transitions with-
out repetition. The exponential complexity of EDPC makes
it infeasible for circuits with large number of input bits. Our
tests indicate that EDPC is feasible for circuits with up to
16 input bits. This is suitable for rigorous evaluations of
smaller, but SCA critical, blocks. For larger designs, we gen-
erate inputs in a pseudorandom fashion. This is analogous to
the acquisition in laboratory settings.

All simulations are driven by test bench output by
the test bench generator (TG). Hierarchical designs may
cause port nets of submodules to be annotated multi-
ple times. To avoid counting the contribution of these
nodes multiple times, two paths can be taken. First, hier-
archical netlist can be flattened during synthesis. Second,
logic simulator can be instructed to optimize away the
redundancy. In QuestaSim, this can be facilitated using

-voptargs="+acc=prn+<testbenchModuleName>"

argument of the vsim command.

Algorithm 1 EDPC Sequence Generation.
1: function EDPC(nbits)

2: init < 1, jump < 1,node < 0, space < pnbits
3 fori [07 22»nbits _ znbit.S) do

4 yield node > EDPC sequence value.
5: node < (node + jump) mod space

6: jump < (14 jump) mod space

7: if node = 0 then

8: init < (init +1) mod space

9: jump < init

10: end if

11: if jump = 0 then

12: jump <1

13: end if

14:  end for

15: end function
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3 Framework validation

In this section, we validate CASCADE by applying it to rep-
resentative cryptographic circuits. The security properties of
these circuits are well established and therefore allow us to
check the capabilities of our tool. We show how CASCADE
can be applied to both masked designs instantiated to pro-
vide first-order security, i.e., devised to resist power analysis
attacks that exploit information leakages in the first-order
moment, as well as SC-based secure logic styles. Lastly,
we benchmark CASCADE using several circuits of different
input spaces and area to test scalability of CASCADE. We
use a 45-nm open-source SC library from NanGate.

3.1 Motivating example

We use the first-order DOM-indep multiplier (AND2 gate),
a masking countermeasure from [16] depicted in Fig. 5 (top
left), as a motivating example. In this simple circuit, input
and output variables are split into 2 shares such that a =
ar® a),b = by ® by and ¢ = ¢1 & ¢y = AND(a, b). The
design consumes one bit of randomness z per evaluation.
A register stage is inserted in order to prevent leakage of
sensitive information due to glitches.

Figure 5 (top right) shows various MSM power profiles
(averaged traces) based on different timing models. With a
total of 5 input bits, EDPC consists of 22 — 2> = 992 input
transitions. In this situation, a first-order SCA estimation can
be simply done by computing the difference of means of
measurement sets, partitioned according to the value of sen-
sitive variables. In what follows, the unshared output value
¢ determines the splitting into sets. If the implementation is
secure, the differential has a constant zero value. And this is
indeed true if all 992 frames are used.

For the purposes of validation, we induce a flaw in the
design by violating one of its security conditions. We break
the independence of inputs condition by using only the
frames where a; = b;. Figure 5 (bottom left) depicts the
resulting information leakage, in the first cycle. Next, we turn
the masking off by fixing the value of z = 0. Figure 5 (bot-
tom left) depicts the resulting information leakage, now in
the second cycle. All findings hold across the other models
we use. We plot results obtained using A-delay simulations
for simplicity. Clearly, information leakage can be detected
fairly early in the design flow. Also, the precision and dis-
crete nature of models may allow us to pinpoint the source
of leakage in the design.

3.2 Protected S-boxes

S-boxes are often the most SCA vulnerable parts of crypto-
graphic algorithms due to their nonlinearity. We show how
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Fig.6 Architecture of the TI PRESENT S-box

to use CASCADE regardless of the underlying countermea-
sure.

3.2.1 Tl Present S-box

We target the first-order secure threshold implementation
(TI) PRESENT S-box by Poschmann et al. [28], depicted
in Fig. 6. The design is decomposed into two quadratic S-
boxes F' and G, which are split into three shares per variable
in accordance with the TI principles. The total number of
inputs (resp. outputs) is thus 12 (4 sensitive bits masked with
3 shares), resulting in 22! — 212 ~ 16 million transitions
long EDPC.

As it is designed to provide first-order security, we first
check for the existence of leakage in the second-order statis-
tical moment. The resulting second-order ¢-traces (TVLA2)
show significant leakage, as expected, for all the models
CASCADE currently supports. Figure 7 (top) shows the
results obtained using MSM simulations. The plot shows
comparable levels of detected second-order leakage between
using fanout-dependent A-delay at SYN stage and full CCS
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Fig. 7 Second-order ¢-trace using MSM (top) and PTX simula-
tions (bottom); TI PRESENT S-box

timing with extracted parasitics at PAR stage. The second-
order leakage is even more prominently detected using PTX
evaluations based on full CCS timing and power models, as
depicted in Fig. 7 (bottom). For both MSM and PTX evalu-
ations, second order is present in both cycles, as expected.

Using MSM simulations, exhausting the EDPC sequence
and testing for first-order leakage (TVLA1) returns a ¢-trace
set to zero. Instead of a flat line, we plot the evolution of the
peak absolute value of the TVLA1 in Fig. 8 (top). As TVLA
is a statistical method, it is possible for the z-trace to briefly
leave the confidence interval due to an insufficient amount
of processed measurements. With the increasing number of
frames, the law of large numbers takes over and the ¢-trace
settles within the confidence interval. Hence, it is important
to observe the trend of the ¢-trace, not a single evaluation with
a relatively small number of frames. When all the possible
transitions are exhausted, all z-traces evolve to zero. This is
to be expected as all observations are noiseless and the uni-
formity property of TI guaranties that every input and output
value appears with the same probability. Once all transitions
are exhausted, we effectively fully populate distributions for
each fix value, including the value fixed zero based on which
we partition.

The results obtained for PTX simulations are shown in
Fig. 8 (bottom). While simulation at GLN stage yields a
similar outcome as obtained for MSM, i.e., no leakage, the
outcome ¢-trace at PAR stage steadily evolves above zero.
We speculate this effect is caused by physical asymmetries
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Fig.8 First-order ¢-trace evolution using MSM (top) and PTX simula-
tions (bottom); TI PRESENT S-box

(recall Fig. 3) coming into play, making the contributions
of toggles not egalitarian. In contrast, at GLN stage capac-
itances are extracted based on statistical wire load models;
hence, they can cause not coupling between the shares. Being
a pre-layout stage, no potential sources of coupling between
shares exist. Hence, non-completeness of T1 is preserved and
design is evaluated as secure. From the work of De Cnudde
etal. [8], we know that leakage can “unexpectedly” appear in
a TI design. The authors attribute this to an unknown source
of coupling, the power distribution network (PDN) or ground
couplings being prominent candidates. Yet in our experi-
ments, we do not include PDN, nor use advanced extraction
techniques to capture ground coupling. Moreover, the indi-
cation of first-order leakage using PTX evaluations at PAR
stage prevails whether we extract capacitances as coupled,
lumped to ground or whether we completely omit reading
capacitances.

Figure 9 shows the first-order ¢-traces obtained at the end
of 16 million traces evolution depicted in Fig. 8 (bottom).
All the significant leakage takes place in the second clock
cycle, indicating a potential composability issue. When ana-
lyzed separately, as fully combinatorial designs, both G and
F components do not show first-order leakage. This behav-
ior is expected since both G and F are correct, uniform, and
non-complete. Hence, they can be freely composed together.
For discussion on this apparent contradiction, see Sect. 4.

Lastly, we check whether intentionally introduced vul-
nerabilities in the design can be captured with our models.
Figure 10 (top) shows the first-order ¢-trace evolution when
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MSM (top) and PTX (bottom)

turning off one share of the TIPRESENT S-box, i.e., equiva-
lentto setting x3 = y3 = w3 = z3 = 0. Leakage is correctly
detected even with the simplest A = 0 model, roughly after
processing 250k traces. Using any other timing model results
in even faster detection, down to 10k traces. Results obtained
when using PTX simulations with CCS models are shown in
Fig. 10 (bottom). In this case, first-order leakage is visible
after processing the first 2k traces.

3.2.2 Boyar-Peralta AES S-box

Ghoshal and De Cnudde [13] proposed a first-order secure
implementation of Boyar—Peralta AES S-box, designed to
consume no randomness. In a later work, Wegener and
Moradi [39] showed that this design exhibits leakage due to a
uniformity problem. Their experiments were carried using an
FPGA setup and processing 10 million measurements. We
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have validated the same vulnerability can be captured using
CASCADE. In particular, our experiments indicate the pres-
ence of significant leakage starting from 400k MSM frames
at GLN stage, using CCS timing models. Such evaluation can
be performed in 30 min, including manual work, and using a
single desktop workstation.

3.2.3 WDDL Present S-layer

WDDL is a dual-rail secure logic style compatible with stan-
dard cell design flow. Instead of evaluating a single S-box, we
implement the S-layer of one round of PRESENT in WDDL.
Since WDDL relies on symmetries in hardware, observing
16 4-bit S-boxes in parallel represents a more realistic setting.
The larger circuit is more difficult to balance and captures the
routing effects more prominently. The S-layer contains all the
logic gates of a PRESENT round, excluding the key sched-
ule, as the remaining P-layer is mapped to simple wiring in
hardware. Given the impossibility to exhaust all 26+ — 264
EDPC transitions, in this experiment we perform a classical
fixed versus random first-order leakage detection test using
10 million frames.

The principal architecture of WDDL logic is depicted in
Fig. 11 The differential pair of WDDL modules needs to be
periodically pre-charged (PC) and evaluated. For example,
the AND2 gate computes a - b = c¢. The WDDL version of
this gate, WDDL_AND2, computes a, -b, = ¢, (positive end)
and a, + b, = ¢, (negative end). Hence, the WDDL,_ AND2
gate consists of one AND2 gate and its complement OR2
gate. In other words, the differential networks are mutually
dependent according to De Morgan’s law. In the pre-charge
phase, WDDL complementary inputs are set to zero, i.e.,
ap, = 0,b, = 0,a, = 0,b, = 0. Next, in the evaluation
phase WDDL complementary inputs are set to: a, = a,
b, = b,a, = a, b, = b. This guaranties that the sum
of toggles in the differential pair is constant. In case of the
WDDL,_ AND?2 gate, it will always be exactly 1. If the underly-
ing AND2 and OR2 gates are completely symmetrical in terms
of propagation delay and power consumption, WDDL yields
a power consumption independent of the data it processes. In
practice, this cannot be fully attained. Still, if the asymme-
tries remain small enough WDDL circuits can be secure for
a very large number of traces. We implement the pre-charge
control (dashed lines in Fig. 11) as a part of the test bench and
focus on the worst-case evaluation of the registered S-layer.
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Since the security of WDDL is based on physical sym-
metries, MSM evaluations during the SYN stage always
yield a constant zero value of the first-order z-trace, as
parametrized A-delay model is always symmetrical. Fig-
ure 12 (top) depicts the evolution of the first-order z-trace
during GLN and PAR stages. In this case, imbalances in the
AND?2 and OR?2 gates of the target standard cell library result
in the 7-trace not being zero. Instead, it evolves within the
confidence level with a slightly downward trend. A similar
result is obtained in the PAR stage, with the ¢-trace evolu-
tion trend slightly rising, but well within the confidence level
(for 10 million traces). Figure 12 (bottom) shows the equiva-
lent plots obtained when using PTX simulations at GLN and
PAR stages. Interestingly, the additional about the amplitude
and duration of each event-driven toggle has no significant
impact compared to the

The increasing trend of the PAR ¢-trace evolution indi-
cates that the design might start leaking information with
more processed frames. Being a noiseless evaluation, one
might argue that the number of measurements to exploit this
apparent leakage might be prohibitive in a real setting. This is
simply because any type of measuring equipment will intro-
duce noise to the traces, increasing the complexity of the
attack in terms of MtD. On the other hand, the models we
use do not account for the effects of manufacturing artifacts
such as process variations or the routing of the power distri-
bution network. Therefore, considering the implementation
as secure might be too strong a claim. As discussed in Sect. 2,
insight into this matter demands to compare our simulations
with real chip measurements.

4 Discussion

In this section, we discuss SCA evaluations at design time
using CASCADE. We first argue its utility for digital design-
ers. Then we show its feasibility on a set of representative
cryptographic circuits, providing practical insights into the
section.

4.1 Utility to the designer

Designed in compliance with commercial EDA tools and
standards, CASCADE can be easily included in a designer’s
toolbox. It allows efficient early SCA evaluations of critical
building blocks prior to integration. Designers may pinpoint
bugs and flaws, and proceed to fix them before moving on
to the next stages. CASCADE can be applied regardless of
the target countermeasure, as long as the design is imple-
mented using standard cell libraries. All data and control
paths along with any other auxiliary gates are treated uni-
formly and automatically, without the need for additional
modeling. The previously mentioned analysis of the Boyar—
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Fig. 12 First-order 7-trace evolution using MSM (top) and PTX (bot-
tom); WDDL PRESENT S-layer

Peralta S-box is a good example of CASCADE’s practical
utility. As a largely automated framework, it can be used
effectively, avoiding problems with measurement setups and
saving time. MSM evaluations allow designers to detect and
correct vulnerabilities in the pre-layout stages. For masking
schemes, such as TI, flaws can be corrected without con-
sidering the specifics of a particular library. Furthermore, in
all our experiments on masked circuits CASCADE detects
leakage with a relatively low number of frames. Hence, even
for larger designs flaws can be detected long before input
transitions were exhausted.

A popular alternative to simulation is FPGA prototyp-
ing. Its advantage is that measurements are directly obtained
from a chip. Hence, evaluations include physical effects
due to noise, thermal drift, real measuring equipment, etc.
Unfortunately, the internal structure of FPGA is radically
different from the layout of the target ASIC. Specifics of the
FPGA internals are proprietary to its vendor. This hinders
the identification and/or fixing of issues identified in a secu-
rity analysis. An example is given by De Cnudde et al. [8],
who investigate the impact of coupling effects on protected
designs implemented on FPGA platforms.

In contrast, simulation-based evaluations allow design-
ers to work with the direct model of the target ASIC. Thus,
they have the potential to overcome these issues. To make
the security evaluations based on simulations reliable, two
important considerations must be made. On the one hand,
we use 1ps time resolution combined with single-precision
power values, in a noiseless environment. They can therefore
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give atoo clear view of the hardware by capturing effects that
cannot be observed in practice. This may lead to false positive
assessments (i.e., the tools indicates leakage, but in practice
the circuit cannot be broken). We believe that the first-order
leakage found using PTX evaluations of TI PRESENT S-box
at PAR stage falls under this category. We have verified that
the first-order leakage is reduced when degrading the preci-
sion of our tools or when artificially adding low-level noise to
the simulations. Such artifacts, which are inherently present
in practical settings, represent a potential direction to reduce
the impact of false positives. Determining meaningful lev-
els for these magnitudes is, however, beyond the scope of
this work. On the other hand, simulations are only as accu-
rate as the model they employ. Hence, they can neglect some
physical effects of the circuit, leading to false negative assess-
ments (i.e., the tool does not indicate leakage, but in practice
physical phenomena outside of the model lead to the broken
device). The WDDL PRESENT S-layer evaluation falls def-
initely under this category, as the tool does not account for,
e.g., process variations or early propagations. Secondly, we
see in all the examples that the precision of CCS models, even
when degraded to form PTX rectangles, is more than enough
to detect leakage. Therefore, more focus should be put into
qualitatively determining which elements, parasitic or oth-
erwise, contribute to the existence of leakage. Investigating
this demands further analysis of power and RC extractions
models. Overall, it is clear that there exists a gap in compar-
ison with the measurements on an ASIC target. We note the
same gap exists between FPGA and ASIC implementations
as well. To the best of our knowledge, this gap is not yet
quantified.

4.2 Performance

With 350 GE in size, the TI PRESENT S-box is a small, but
critical, design block. Its sufficiently long EDPC sequence
makes the simulation efforts non-trivial and convenient for
comparing performance given a fixed circuit. The runtimes
in minutes of logic and power simulations and their process-
ing are summarized in Table 3. MSM evaluations involve a
sequence of LSIM — LP — TVLA*, whereas PTX evalua-
tions involve a sequence of PSIM — PP — TVLA*. Here,
TVLA* can either include TVLAL or TVLA2. For all cases
we simulate, parse and analyze all 2!22 — 212 transitions
using a single thread of a Intel i7-7700 desktop workstation.

Our simulations are done with 1ps precision, as this is the
precision given in CCS libraries. Simulating at lower preci-
sions can save the parsing and analysis time as it produces
less output samples. However, given that the tools internally
perform computations at 1ps precision, the simulation times
remain unchanged. Consequently, downsampling does not
yield substantial performance benefits.

@ Springer

Table 3 EDPC performance benchmark for TI PRESENT S-box for
different tools, stages, and models

LSIM/PSIM LP/PP TVLAL TVLA2
MSM, SYN(A = 0)! 4.85 1.65 0.03 0.05
MSM, SYN(A > 0) 7.15 1.98 0.92 4.13
MSM, SYN(A, F) 7.30 2.13 0.97 4.16
MSM, GLN(CCS) 11.38 2.14 1.05 4.23
MSM, PAR(CCS) 9.25 2.17 1.07 4.28
PTX, GLN(CCS) 57.75 5.15 1.53 4.85
PTX, PAR(CCS) 60.07 5.66 1.64 4.87

Runtimes are given in minutes
! Clock period is 10ps, as opposed to 1500ps in other cases

In our experiments, the simulation clock is set to 1500 ps
resulting in 3000 samples per frame. The exception is made
for A = 0 simulations, where we use 10ps clock result-
ing in 20 samples per frame. The simulation times are
primarily determined by the total number of events. More
complex models cause more different propagation delays,
resulting in more glitches and different toggling times. This
trend holds for both logic simulation, LSIM, and power
simulation, PSIM, with one exception. MSM simulation at
PAR stage using CCS timing models produces more events
(&~ 1.3billion) compared to its GLN counterpart (& 1.2 bil-
lion). Also, PAR and GLN netlists differ in only a single (clock
buffer) gate inserted during physical synthesis. Without look-
ing at the implementation of the simulator, we cannot give a
certain reason for this discrepancy. One possible reason might
be the way the extracted SDF data are presented. At the GLN
stage, statistical wire load models are written to SDF as inter-
connect delays. At the PAR stage, wire delays are extracted
from the layout and back-annotated to the cell delays. Hence,
this subtle difference may lead to fewer instructions during
simulation, causing faster runtime in the PAR stage.

Runtimes of parsers and analyzers are depend on the num-
ber of samples and the number of events they have to process.
The former dependency is easily observable in the A = 0
example. The latter is observable in the increasing runtimes
with the increased complexity of models.

The TVLA evaluations are performed on the fly using the
approach of Schneider and Moradi [32]. The approach of
Reparaz et al. [31] is effective when working with mod-
ern oscilloscopes as they provide 8—12 bits of resolution.
Consequently, they require storing between 228 and 2212 his-
tograms to fully represent signal distributions. Simulations
produce single-precision floating point traces. Hence, apply-
ing this approach would require storing 2232 histograms.
Simulated results can be quantized down to 8—12 bit range to
allow the latter approach. Nevertheless, looking at Fig. 13,
processing time of TVLA is just a fraction of the time needed
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Table4 CASCADE runtimes on a single thread of i7-7700 per 1 million PAR frames

# Circuit Area [kGE] Frame [ps] LSIM [h] LP [h] PSIM [h] PP [h] TVLAL [h] TVLA2 [h]
1 TI Present S-box 0.35 3000 0.01 <0.01 0.06 <0.01 <0.01 <0.01
2 WDDL Present S-layer 2.98 3600 0.15 0.17 0.31 0.05 0.02 0.04
3 BP AES S-box 5.45 25000 0.39 0.33 1.13 0.07 0.05 0.16
4 Unrolled AES-128 127.18 30000 25.81 2.58 52.61 1.17 0.14 0.25
for the simulation. Therefore, we find this optimization to WHLSIM  WELP  WMPSIM  EEFPP  WRTVLAL  EETVLA2
yield negligible returns in our setting. 4_388573 fgg

To test the scalability of our approach, we apply it to a fully x 882 4 05
unrolled implementation of AES-128. We use a placed and ;004 5 04
routed design of 127.18 kGE with extracted layout parasitics. E o0 é 8;
Table 4 shows the average runtimes for simulating, pars- w008 & 8(1)
ing, and analyzing 1 million PAR traces of unrolled AES-128 MSM PTX MSM PTX
along with the other circuits studied in this work. Figure 13 5%;9(5) 5?8
places these data into perspective and emphasizes that PTX E }gg E 28
evaluations must be preceded by the MSM evaluations. Since % 1.00 %40
simulated frames have equal number of samples in both PTX % 8@8 g 38
and MSM evaluations, differences in runtimes of analyzers & 023 & 10

MSM PTX MSM PTX

are negligible at these scales.

With the increase in the circuit area, the cost of simulations
becomes predominant. Simulations are done using sophisti-
cated CCS models with a precision of 1ps, at the post-layout
stage that includes extracted parasitic elements. With this
level of detail, they are akin to the “golden sign-oft” simula-
tions for the timing closure. The size of the unrolled AES-128
exceeds security-dedicated area budgets of many embedded
devices. Still, a million traces can be simulated and processed
in less than 32 hours using MSM evaluations. This can be
done on a single thread of the i7-7700 desktop workstation.
Running simulations for different stimuli can be computed
in parallel by simply dividing the input sequence into multi-
ple batches. Experimenting with batch sizes between 10 and
100 thousand frames, we did not notice any significant perfor-
mance difference. Batching can facilitate earlier estimates
and alleviate storage issues. As shown in Sect. 3, leakage
can be detected much before all frames are analyzed. There-
fore, in practice only a fraction of batches may need to be
processed if a flaw is present. Each batch is processed in
the same manner as a whole simulation would be, updating
the analyzer’s context (in this case TVLA). As all compu-
tations are performed on the fly, there is no need for storing
terabytes of simulated data dumped by logic simulators. In
the unlikely case of limited disk space, storage requirements
can be tweaked by adjusting batch sizes. Hence, using the
same 8-thread workstation 1 million traces using MSM eval-
uations can be simulated and analyzed in less than 4 hours.
Section 3 also shows that MSM evaluations are very capa-
ble of detecting leakage. PTX evaluations can achieve the
same with smaller number of traces due to additional physical

Fig. 13 Runtimes split between different evaluations for the four test
circuits

effects they take into account. Nevertheless, we do not think
that this speed up if worth the added simulation time for early
design time estimates. PTX evaluations do remain valuable
for more detailed evaluations, especially in the post-layout
stages. With the improvements of models and RC extraction
techniques geared toward SCA, PTX evaluations will only
gain more importance.

5 Conclusions and future work

In this work, we have presented the design and implemen-
tation of CASCADE, a comprehensive framework for SCA
evaluation at design time. CASCADE is built on the state-of-
the-art EDA tools and SCA evaluation and methodologies,
combining them in a methodical and automated manner. We
show how it can be applied in the early design stages regard-
less of the type of SCA countermeasure, as long as it uses
standard cell design flow. We have benchmarked the per-
formance of selected modules in our framework to show its
aptitude in testing realistic cryptographic designs, and argued
its feasibility for real-world use even when relying on a sin-
gle desktop workstation. Additionally, we have discussed
the use of composite current source models at length and pre-
sented how they can be used for side-channel evaluations. As
future work, we plan to compare simulated results with mea-
surements from the corresponding chip. We aim to use these
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insights to calibrate our framework and to refine the mod-
els for more efficient and reliable SCA evaluation at design
time. Lastly, a snapshot of CASCADE has been released in
the form of open-source software, available to the research
community.
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