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F 384T ChatGPT

* AutoGPT: https://github.com/Significant-Gravitas/Auto-GPT

* AgentGPT: https://agentgpt.reworkd.ai/

* BabyAGI: https://github.com/yoheinakajima/babyagi

* Godmode: https://godmode.space/?ref=futuretools.io



https://github.com/Significant-Gravitas/Auto-GPT
https://agentgpt.reworkd.ai/
https://github.com/yoheinakajima/babyagi
https://godmode.space/?ref=futuretools.io
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Recursive Reprompting and Revision (Re3)

A new law grad returns home to start
her career, but struggles with the
broken justice system.

https://arxiv.org/abs/2210.06774

Liza Turner pulled up in front of the
house where she’d grown up. Little had
changed since she was a teenager...

Premise: A new law grad returns home
to start her career, but struggles
with the broken justice system.

,
. Setting: The ztery iz zat in
Setting g L
a small teown in the United States. )
-
1. Character Portrait: h
Liza Turner is a 22-year-old woman.
Characters .
2. Character Portrait:
Peyton Turner is Liza's older .s:is.t.e-,r._‘I
-

Outline

Outline the main plot points aof the
story.

l. Liza Turner graduates from law
school.

2. She moves back to her hometown to
start her career.

3. Bhe struggles with the reality of
the broken justice system. y




Task: Get Glass of Milk

Language Models as Zero-Shot Planners

https://arxiv.org/abs/2201.07207

Walk to Kitchen Open Fridge Grab Milk Close Fridge
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Language Models as Zero-Shot Planners

GP1-3 175B Translated GPT-3 175B
H Task: Throw away paper Task: Throw away paper
uman Step 1: Walk to home office Step 1: Walk to home office
Task: Throw away paper Step 2: Walk to wastebasket Step 2: Walk to table
Step 1: Walk to home office Step 3: Find wastebasket Step 3: Find table
S Prompt Step 2: Walk to desk E::tn::p 4: Grab wastebasket Step 4: Turn to table
Step 1: Grab razor Step 3: Find desk Eftcl-" 3: Walk to d‘-'s'b_: Step 5: Find paper
Step 2: Switch on razor Step 4: Tum to desk Step 6: Drop paper in wastcbasket Step 6: Grab paper
Step 3: Put razor on face Step 5: Find charr Step 7: Walk to trashcan
Step 6: 51t on chanr Codex 12B Step 8: Open trashcan
Task: Apply lotion Step 7: Find check Task: Brush teeth Step 9: Put paper on trashcan
) & ’ Step 8: Grab check Step 1: Walk to bathroom Step 10: Close trashcan
Frozen .‘:ftcp 9: .'.i'&-q‘_IJCCEC check Step 2: Walk to sink
Pre-Trained Causal LLM Step 10: Stand up Step 3: Find toothbrush Translated Codex 12B
Step 11: Walk to trashean Step 4: Pick up toothbrush
. - ' Task: Brush teeth
l Step 12: Put check on trashcan Step 5: Put toothbrush in mouth
- ' Step 1: Walk to bathroom
Step 6: Move brush around mouth Step 2: Open doar
[ Step 1: Squeeze out a glob of lotion ] GPT-2 1.5B for two minutes Step 3: Walk to sink

Step 7: Spit out toothpaste and
brush into sink

Step B: Turn on water 1n sink and
rinse brush for one minute

Step 9: Turn off water in sink and
return brush to cupboard

Task: Brush teeth
step 1: Go to bathroom

Step 4: Put pot on sink

Step 5: Put brush on toothbrush
Step 6: Turn to toothpaste

Step 7: Put toothpaste on toothbrush
Step 8: Put teeth on toothbrush




Language Models as Zero-Shot Planners

100
Human (100% Executability)
) 301 = Translated
L ST Prompt [ Step 1: Squeeze out a glob of lotion ] w © GPT-3 1758 GPT-3 175B (Ours)
Step 1: Grab razor 7 p) X
Step 2: Switch on razor «» . o
Step 3: Put razor on face l Frozen _E 60 - ¢ Codex 12B A
Task: Apply lotion . QL
\ I / Pre-Trained = OGPT313B  Translated
Frozen Masked LLM S Codex 12B
Pre-Trained Causal LLM 2 (Ours)
l c\ bl
! 0 GPT-2 1.5B
[ Step 1: Squeeze out a glob of lotion J [ Step 1: Pour lotion into right hand ] GPT2 0.1B
D T T T T
0 20 40 60 80 100

% Executability



Hugging GPT (Jarvis)

(0] x ¥ HuggingGPT

Can you describe what this picture depicts
and count how many objects in the picture?

—

https://github.com/microsoft/JARVIS

. T B B O e e I T R T R T

LLM as Controller

r A text can describe the given image: a herd of
giraffes and zebras grazing in a fields. In
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99.7%, zebra
with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. | have generated bounding boxes as above
image. | performed image classification, object
detection and image captain on this image. Combining
the predictions of =
, and ¥
models, | get the results for you.

L

I Task
Planing

Prediction

II Model )

https://arxiv.org/abs/2303.17580

—

~ facebook/
detr-resnet-101 I

»| III Task Execution

Selection J

Prediction

IV Response
Generation

~

v,

% nlpconnet/

vit-gpt2-image-captioning




Hugging GPT (.’arViS) https://github.com/microsoft/JARVIS https://arxiv.org/abs/2303.17580

please generate an image where a girl is reading a book, and her pose is the same as the boy in the image
example.jpg. Then please describe the new image with your voice.

i A




Hugging GPT (Jarvis) https://github.com/microsoft/JARVIS https://arxiv.org/abs/2303.17580

J £ ! agirl sitting on a bed :
“ | readingabook !
Ve O i AL U s s e e o 7
- |Text-1] = <resource-5>
ad»
[Image-1] [Image-2] = <resource-1> [Image-3] = <resource-2> Image-4| |Audio-1|
The image you gave me is of "boy". The first thing | did was use = to analyze the pose of the boy in the
image. | fed that image, specifically located at [Image-1), into the model to get an output image of the pose, located at [Image-2]. Then | take
that pose and generate a new image, located at [Image-3], using = and the instruction "a girl is reading”.
Next, | ran object detection on the image generated in the previous step, to get predictions of the objects present in the image, including the
box location. These predictions were run through the = model. The box was drawn on the image, which is located
at [Image-4]. Then, | used the predictions of a image classification model = and a image caption model
- model to generate the caption for newly generated image. It generated text: "a girl sitting on a bed
reading a book". Lastly, | ran the = model to convert the generated text into audio, located at [Audio-1].

\




Language models can solve computer tasks

Click on the [T] colored box.

Click on the "no" button.

vitae in morbi
pellentesque mauris diam

no

sagittis, dolor, accumsan
ultricies nibh facilisis

submit |

https://arxiv.org/abs/2303.17491

Find the email by Brier and click  Switch between the tabs to find
the trash icon to delete it. and click on the link "Quis".

IELESN Tab #2  Tab #3

Rhoncus rutrum amet,

Kiersten =

Pellentesque ftr..
Mi ullamcorper ..

Marin - habitant. Sagittis gravida
Neque. o sed ornare potenti. Et, id
Magna elementum.. blandit id malesuada purus
praesent egestas orci. Quis
Fredia -
) e purus.
Imperdiet. )

Nulla nunc cons..

MiniWoB++ (Mini World of Bits++)

https://miniwob.farama.org/



We have an autonomous computer control agent that can perform atomic instructions specified
by natural language to control computers. There are two types of instructions it can execute.
First, given the instruction that matches the regular expression, <type regex>, it can type a list of
characters via the keyboard. This instruction should specify the target keyboard input for the
agent to type. Before this typing instruction, you should first locate the cursor by clicking the
input box with the click instruction.

Second, given the instruction that matches the regular expression, <press regex>, it can press a
specific key on the keyboard.

Third, given the instruction that matches the regular expression, <clickoption regex>, it can click
an option HTML element in a list with an XPath that is visible on the webpage. The target of
this instruction should be a valid XPath.

Fourth, given the instruction that matches the regular expression, <movemouse regex>, it can
move the mouse cursor on an HTML element with an XPath that is visible on the webpage.
Lastly, given the instruction that matches the regular expression, <clickxpath regex>, it can click
an HTML element with an XPath that is visible on the webpage. The target of this instruction
should be a valid XPath.

type regex = "“type\s.{1,}$"

press regex = "“press\s(enter|arrowleft|arrowright|arrowup|arrowdown|
backspace) $"

clickxpath regex = "~clickxpath\s.{1,}$"

clickoption regex = "~clickoption\s.{1,}$"

movemouse regex = "“movemouse\s.{1,}$"




Use the terminal below o delete a
file ending with the extension b

terminal

Initial state

terminal
terminal

terminal

Current state

Plan

E Here is a plan to solve the task i
' using the instructions specified: i
i 1. Type “rm [filename]" command !
v to delete the file ending with ".rb". |
i 2. Press "enter” key i

Find problems with this plan. :
This plan does not specify the |
filename of the file ending with the !
extension .rb. Without knowing the |
filename, the agent cannot delete i
i
1
1

Explicit RCI

terminal.

2. Type "rm [filename]” command to delete
the file ending with ".rb".

Improvement \O

Critigue e
Based on this, the improved plan for the
agent to complete the task are as follows.

1. Type "Is" command to list all files in the

_______________________________ the file 3. Press "enter” key after typing each
command to execute the command.
Task grounding
1% step
2" step
. 3" ste
Implicit RCI \;_

1 According to the current ; . Therefore, considering the output ! : Without explanation, the single ]
. plan, the next proper . . onthe webpage, the specific : + instruction that matches one of the :
+ Instruction should be "type * Instruction for solving the task : ' regular expressions is "type "rm |
' "rm [filename]™. L ' should b “type’ instruction with : ' code.rb™ ]

"rrm code.rb™ command.

State grounding

Agent grounding
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