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ABSTRACT
Stock market prediction is a challenging task as it requires deep insights for
extraction of news events, analysis of historic data, and impact of news events on
stock price trends. The challenge is further exacerbated due to the high volatility of
stock price trends. However, a detailed overview that discusses the overall context of
stock prediction is elusive in literature. To address this research gap, this paper
presents a detailed survey. All key terms and phases of generic stock prediction
methodology along with challenges, are described. A detailed literature review that
covers data preprocessing techniques, feature extraction techniques, prediction
techniques, and future directions is presented for news sensitive stock prediction.
This work investigates the significance of using structured text features rather than
unstructured and shallow text features. It also discusses the use of opinion extraction
techniques. In addition, it emphasizes the use of domain knowledge with both
approaches of textual feature extraction. Furthermore, it highlights the significance of
deep neural network based prediction techniques to capture the hidden relationship
between textual and numerical data. This survey is significant and novel as it
elaborates a comprehensive framework for stock market prediction and highlights
the strengths and weaknesses of existing approaches. It presents a wide range of open
issues and research directions that are beneficial for the research community.

Subjects Artificial Intelligence, Computer Vision, Data Mining and Machine Learning, Data
Science, Programming Languages
Keywords Stock prediction, Text mining, Feature extraction, Event extraction, NLP, Machine
learning, Neural network, Sentiment analysis

INTRODUCTION
Stock market trends are extremely volatile in nature that makes prediction quite hard.
This volatile nature attracts researchers to investigate sophisticated techniques for better
prediction. Prediction of stock market trends with high accuracy generates significant
revenue. Fundamental and technical analyses are two basic approaches used for stock
trend prediction. Technical analysis inspects past data and volumes of stock prices while
fundamental analysis not only considers stock statistics but also evaluates industry’s
performance, political events, and economic circumstances (Patel et al., 2015; Milosevic,
2016). Fundamental analysis is more realistic because it evaluates the market in a
broader scope. This survey puts emphasis on research work based on fundamental
analysis, where textual data is considered along with stock price historical data for stock
trend prediction.
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There are many sources of textual data like news, tweets, and annual reports, etc. which
could be analyzed to mine significant information. Textual data, especially news, is a better
source of hidden information than numeric data because it permits to predict financial
trends with its justification (Chan & Franklin, 2011). For instance, a news article on a
company with words or phrases like “resignation”, “risk of default” helps the investor to
predict a decrease in the company’s stock prices. Furthermore, news about many uncertain
factors can affect stock market trends (Nassirtoussi et al., 2015). For instance, economic
and political shocks, war, civil unrest, terrorism, and natural disasters etc. Therefore, there
is a great need for better knowledge discovery mechanisms from textual data.

Feature extraction is a fundamental step in prediction where input data is reduced into
more manageable form for further processing. Most of the previous work on news sensitive
stock trend prediction adopted shallow features extraction techniques which are
unstructured and where words are represented as features. For instance, Bag-of-Words
(BoW), noun phrases, and named entities (Schumaker & Chen, 2009). This is contrary to
the structured feature extraction technique where a combination of words, nouns, and
verbs are used. Unlike structured feature extraction techniques, shallow feature extraction
techniques are not able to capture a complete event in the form of structured entity-
relation information. Consequently, shallow features make it complicated to represent the
impact of news events on stock market trend prediction (Ding et al., 2014).

Events extracted from news articles may play a significant role in stock market trend
prediction. Sophisticated Natural Language Processing (NLP) technologies enable more
accurate structured representation of events than shallow features. But structured
representation of events increases sparsity, which most probably decreases the predictive
power (Ding et al., 2015). This issue is solved by using event embedding, which are dense
vectors. Event embedding is used to reduce sparsity due to structured representation
of events by comprising syntactically or semantically similar events into similar vectors.
But event embedding suffers from some limitations due to the lack of background
knowledge (Ding et al., 2016). For instance, two events with similar words may have
similar embedding. However, they do not have any causal or logical relation. Integrating
knowledge base in learning event embedding will result in better event embedding.

Shallow features and event based features represent facts about text while expressing
subjective textual information is another way for text analysis. Sentiment analysis is a
widely used approach to infer emotion from textual data that represents subjective
information. It is a major area of interest in today’s text analytics. In news sensitive stock
prediction, it is used to extract news polarity using machine learning and sentiment
dictionary based approaches (Li, Wu & Wang, 2020).

Features extracted from input are fed into machine learning algorithm for prediction. In
existing literature, two types of machine learning techniques are used for stock trend
prediction. Shallow learning is a machine learning technique, where composition layers are
few like Support Vector Machine (SVM) and Artificial Neural Network (ANN). While
deep learning technique contains many hidden layers like Convolutional Neural Network
(CNN). The elegance of deep learning is to extract features and learn classification (Pasupa
& Sunhem, 2016; Vargas, De Lima & Evsukoff, 2017; Dutta, 2018; Long, Lu & Cui, 2019).
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Considering the impact and potential of news on stock market performance, there is
a significant need to analyze, assess, and evaluate techniques of news sensitive stock market
prediction. This paper is motivated to address this need. In the context of news sensitive
stock trend prediction, we have three questions to direct this research work: (i) What is
the generic methodology to perform prediction? (ii) Which approaches have been used for
text processing and how these existing approaches can be improved? (iii) Which machine
learning algorithms have more potential to model the selected domain?

Based on the above research questions, an extensive literature review related to stock
prediction is discussed and guidelines are suggested to forecast the influence of news events
on the stock market. The main attainments of this paper are as follows:

1. A thorough research review for stock trend prediction in three areas:

a) Study of stock trend prediction based on financial time series data and preprocessing
of financial data.

b) Research based on text preprocessing and feature extraction techniques.

c) Investigation about prediction algorithms to analyze the influence of textual and
numerical features on the stock market.

2. Based on reviewed literature, solutions are identified that guide to resolve challenges
found in the generic phases of a stock prediction task.

3. Discussion about open issues and research directions, which can be further investigated
and explored by the community.

This survey is useful in understanding the needs, fundamentals, frameworks, and
techniques for stock market trend analysis. This research work is organized in eight
sections. Survey organization is shown in Fig. 1 and survey methodology is discussed in
“Survey Methodology”. Generic methodology is discussed along with main challenges in
“Generic Methodology for News Sensitive Stock Trend Prediction”. In “Key Concepts”,
important terminologies and key concepts are discussed. Literature review is presented
in “Literature review”. Furthermore, in “Discussion”, discussion on the reviewed
literature techniques is presented along with opportunities suggested to tackle challenges
identified in “Generic Methodology for News Sensitive Stock Trend Prediction”. “Open
Issues and Research Directions” discusses the open issues and research directions and
“Conclusions” concludes this review.

SURVEY METHODOLOGY
This survey is based on research articles from leading journals and conferences. The main
research questions that lead this survey: (i) What are the machine learning methods
proposed in literature for stock prediction using financial and textual data? (ii) What are
the techniques proposed in literature for preprocessing and feature extraction of financial
and textual data? (iii) What are the key challenges, opportunities, and open issues in
this domain?

“Stock prediction”, categorically is the seed key term for searching relevant literature in
this research. Moreover, other search terms are combined using Boolean operator AND
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with seed term in order to make the searching criteria more specific. This research
study emphasizes the domain of stock prediction using machine learning so the other
relevant terms are “machine learning”, “artificial intelligence”, “artificial neural network”,
“deep learning”, “stock price”, “news headlines”, “event extraction”, “text mining”,
“sentiment analysis”, “sentiment lexicon”, and “time series analysis”.

Initially more than 100 papers are selected but not all are included. The main criterion
to exclude some of the research papers are their research objective, which do not come in
the scope of this study. To cover the domain background as well as state of the art
techniques in a wide range, papers were selected from the year 1999 to 2021. Finally,
99 papers are included in this survey. Chart in Fig. 2 shows the number of selected research
papers per year.

GENERIC METHODOLOGY FOR NEWS SENSITIVE STOCK
TREND PREDICTION
Figure 3 shows the stock prediction generic methodology along with its main phases.
The presented generic methodology is adapted from Nassirtoussi et al. (2015) and
Cavalcante et al. (2016). It is divided into three phases where the first phase performs data
collection. Stock market data can be downloaded from their official websites. Similarly,
online news can be downloaded or scrapped from relevant websites. This data can be
stored in different file formats for further processing. For example, a CSV (“comma-
separated values”) is a simple file format used to store tabular data.

Second phase performs data preprocessing and feature extraction. In the context of
news sensitive stock prediction, numerical and textual data is processed separately. Market

Figure 1 Organization of the survey. Full-size DOI: 10.7717/peerj-cs.490/fig-1
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data is preprocessed to remove inconsistencies and noise to achieve better prediction
accuracy. It is also processed in order to select features and derive new features from
existing one to align with textual features (Chen et al., 2019; Picasso et al., 2019; Li, Wu &
Wang, 2020; Liu et al., 2020).

Financial time series data encompasses dynamic and nonlinear historical data. This
characteristic makes trend analysis task and prediction harder (Cavalcante et al., 2016).
While noise and outliers are imperfect observations exist due to some error or abnormal
situations taking place during data collection. Noise can be caused by human error or
machine error while outliers can be caused by experimental error. These observations

Figure 2 Number of research papers selected per year. Full-size DOI: 10.7717/peerj-cs.490/fig-2

Figure 3 Generic methodology for news sensitive stock trend prediction.
Full-size DOI: 10.7717/peerj-cs.490/fig-3
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originate inconsistency in the data set and may cause poor data modelling along with poor
forecasting. It is an important challenge related to preprocessing of data (Yang & Wu,
2006; Grané & Veiga, 2010; Cavalcante et al., 2016).

Text mining is a process to derive meaningful information from raw text. In text
mining, text preprocessing is also required in order to remove garbage from text. Then
features are extracted from text. In feature extraction, text is parsed to extract features that
best reflect the text contents. In the next step, an optimal subset of features is selected
that contains all the relevant information. Moreover, features are represented by
transforming the selected features into machine readable format (e.g., document vectors)
(Hagenau, Liebmann & Neumann, 2013).

The main difficulty in text mining for extracting facts is unstructured form of data
(Cho, Wüthrich & Zhang, 1999). Text mining is still an emerging field and the problem of
high dimensionality and ignorance of semantics are not tackled strongly in previous
literature (Nassirtoussi et al., 2015). Sophisticated techniques are required to extract useful
patterns from online unstructured text as it contains massive information (Sumathy &
Chidambaram, 2013).

Alternatively, text mining can be performed using sentiment analysis. There are two
main approaches to perform sentiment analysis: corpus based and sentiment dictionary or
lexicon based (Taboada et al., 2011). So there is a question that which approach is better to
adopt in financial domain?

The processed form of textual and numerical features is aligned and given as input into
machine learning algorithms in order to learn the market volatility. In the third phase
of the generic methodology, machine learning algorithm models the input data and
generates predictive signals. Then these predictive signals are used to evaluate prediction
accuracy of the proposed approach. Prediction accuracy is estimated by means of machine
learning accuracy measures (Cavalcante et al., 2016).

There are complex relations between textual data and historic market data which can be
influenced by hidden factors (Ding et al., 2014). In order to capture the influence of textual
data over stocks price history an efficient classifier is required.

There are different opportunities proposed in literature to cater the above identified
challenges with their limitations and strengths. Before literature review, next section gives a
clear understanding of domain under consideration for its readers.

KEY CONCEPTS
This section briefly explains the domain of stock prediction using news analysis and
defines the key concepts that provide the foundation for the whole discussion. Firstly,
it introduces the domain and terms related to stock market prediction. Secondly, it
discusses the stock quotes or financial data, derived features and their use. It thoroughly
discusses the techniques that clean textual data and extract significant features in it. Then
it discusses the prediction algorithms that exploit the combination of numerical and
textual data for prediction. Finally, it discloses the most basic evaluation measures to assess
the performance of prediction algorithms.
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Stock market prediction related terms
Stock market is a place where corporations publicly trade their stocks to gain funding in
order to expand their business. Stocks can be sold or purchased if their companies are
listed in the stock market. For instance, in April 2020, there were 542 companies listed in
Pakistan’s stock market known as Pakistan Stock Exchange (PSX): http://www.ksestocks.
com/AboutPSX.

Stock is a common term, describing the aggregation of shares in a company. While
share is a documented ownership issued by the company. This ownership can be any
percentage like 10% or 20% ownership depending on the amount of shares an investor
has. If a company makes profit, then all shareholders get share of this profit according to
their percentage of ownership and their stock price goes up. In the same way if the
company is in loss then all shareholders have share in loss as well and their stock price goes
down (Setty, Rangaswamy & Subramanya, 2010).

Time series data
Time series is a set of numerical data points collected at successive points at regular
intervals of time. Mathematically, it can be defined as a set of vectors X(t), t = 0, 1, 2, 3….
where t denotes the time interval.

A time series consists of four components: Trend (T), Seasonal (S), Cyclic (C), and
Irregular (I). Trend component (T) is an outcome of long term gradual movement in same
direction like increase in prices or pollution. Seasonal component (S) shows short term
movement of time series data influenced by seasonal factors like sale of heater in cold
weather. Cyclic component (C) shows long term rises and falls that are not of fixed period.
Irregular or random component (I) is a short term movement that is unpredictable caused
by external factors like war, earthquake, flood, etc. All these four components are
combined using additive or multiplicative model to form a time series (Idrees, Alam &
Agarwal, 2019).

XðtÞ ¼ TðtÞ þ SðtÞ þ CðtÞ þ IðtÞ (1)

XðtÞ ¼ TðtÞ � SðtÞ � CðtÞ � IðtÞ (2)

Where X(t) is a time series observation in Eqs. (1) and (2).
Techniques for time series prediction can be classified as statistical techniques and

machine learning/artificial intelligence (ML/AI) techniques. Example of statistical
techniques are Auto Regressive Integrated Moving Average ARIMA, Linear Discriminant
Analysis (LDA), Quadratic Discriminant Analysis (QDA), singular value decomposition
(SVD), Dynamic Mode Decomposition (DMD), etc. Examples of (ML/AI) techniques are
Support Vector Machines (SVM), Neural Networks (NN), Deep Neural Networks (DL),
etc.

Financial data as a time series
Stock prices are treated as time series data. Stock market provides stock quotes or stock
price such as Open, Close, Low, High and Volume etc., along with stock symbol and
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transaction date. These basic quotes give information such as high and low prices of stock
in a day or its change in the value.

These financial indicators can be used directly in prediction models as a dependent or
independent variable. Such as Close price is used as a dependent variable or label in
prediction models (Lin, Yang & Song, 2009; Rustam & Kintandani, 2019). Moreover new
features are also derived from the existing one such as gain in (Garcia-Lopez, Batyrshin &
Gelbukh, 2018; Mourelatos et al., 2018).

Gain ¼ ðClose Pricet � Close Pricet�1Þ
�
Close Pricet�1 (3)

In Eq. (3), Close_Pricet-1 and Close_Pricet are close prices for previous and current day.
Trend is another derived attribute that shows upward or downward movement of a

stock’s price over time. Trend is derived using the formula:

Close Pricediff ¼ Close Pricefor current day� Close Pricefor previous day (4)

Trend ¼ 0 if Close Pricediff � 0
1 otherwise

�
(5)

In Eq. (4), Close_Pricediff is a difference between current and previous day close prices.
If obtained difference is less than or equal to 0s it means stock is down or no change in
stock and Trend is 0. If difference is greater than 0, it means stock is up and Trend is 1,
stated in Eq. (5) (Ding et al., 2015; Vargas, De Lima & Evsukoff, 2017; Liu et al., 2018).

On the other side technical indicators are the measures that facilitate stock prediction
in order to identify the strength and direction of stock trends. In literature, technical
indicators have been used with textual features (Li, Wu & Wang, 2020). Basically, they are
derived from stock price data. For instance, Moving Average (MA) is a technical indicator
that identifies the direction of current price trend. Moving Average Convergence
Divergence (MACD), Relative Strength Index (RSI), and Money Flow Index (MFI) are
some of the examples of technical indicators used in literature. For description about
technical indicators (Gao & Chai, 2018; Alonso-Monsalve et al., 2020) are suggested.

Textual data
Before feeding textual data to any machine learning model, it should be preprocessed. Data
should be cleansed to remove garbage before feature extraction so that it doesn’t produce
garbage when fed into machine learning models.

Textual data cleansing
Data cleansing is a basic preprocessing step employed to remove unwanted text. There are
many approaches involved in data cleansing, and different approaches lead to different
results in the model training phase. Moreover, different kind of data (sound, image, speech,
etc.) is cleansed by using different approaches. Some basic techniques related to textual
data cleansing are discussed below:
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Removing unwanted characters

Occasionally, data is scraped from a web page like news, and reviews etc. Scraped data may
contain html tags, punctuation, and any character which is not a part of the language.
These unwanted characters should be filtered out. In case of tweets, there are hash tags,
URLs, mentions, and reserved words etc., that are removed to clean the tweets for further
processing (Symeonidis, Effrosynidis & Arampatzis, 2018).

Tokenization

Tokenization splits text into meaningful chunks and those chunks are called tokens.
A token can be a word or a sentence. Tokenization provides the basic unit for further text
processing steps. In Uysal & Gunal (2014), Nassirtoussi et al. (2015) and Symeonidis,
Effrosynidis & Arampatzis (2018) tokenization is applied to extract a list of separate words
from text.

Lowercase

Lowercasing is a very common step of text cleansing. It converts whole text into lowercase
so that the same words are merged that reduces text dimensionality. In Uysal & Gunal
(2014), lowercasing leads to improvement in accuracy.

Removing punctuation

There are some scenarios where punctuation adds extra meaning like tweets’ sentiment
analysis. For instance, an exclamation mark may increase the intensity of positive or
negative remarks. Hence, removing punctuation in that scenario might reduce the
accuracy. For other scenarios, removing punctuation is a common preprocessing task
where punctuation doesn’t add extra meaning (Schumaker & Chen, 2009; Uysal & Gunal,
2014; Symeonidis, Effrosynidis & Arampatzis, 2018). For instance, text representation into
Bag of Words (BoW) considers multiplicity of a word in text such as a sentence or a
document. Moreover, the occurrence of words in a text is used as an input feature to train a
classifier. So removing punctuation in case of BoW is significant.

Removing stop words

Stop words are considered irrelevant and needless to analyze in text before passing to
machine learning algorithms. They are high frequency words but don’t contain significant
information for examples articles, conjunctions, prepositions etc. This preprocessing step
reduces the dimensionality of term space as well. In literature mostly, stop words are
removed before further text processing like in Zhai, Hsu & Halgamuge (2007), Guzman &
Maalej (2014), Uysal & Gunal (2014) and Symeonidis, Effrosynidis & Arampatzis (2018).

Parts-of-Speech (POS) tagging

In POS tagging, each word of a sentence is assigned a label like noun, verb, adjective etc.
In text preprocessing, the purpose of POS tagging is to identify and extract specific
words that have some worth in different scenarios. Like for sentiment analysis, only nouns,
verbs, and adverbs are extracted in Symeonidis, Effrosynidis & Arampatzis (2018) and
similarly nouns, verbs, and adjectives are taken as input feature in Guzman & Maalej
(2014). Likewise, noun phrases are extracted for textual analysis in Schumaker & Chen
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(2009). In Ding et al. (2015), events are extracted from news headlines. Each word in a
news headline is labeled as noun, verb, adjective, and adverb etc. Then noun, verb, and
object are extracted to form an event representation. Then this event representation is used
to predict stock movement using deep learning. In Zhai, Hsu & Halgamuge (2007), words
are replaced by their generalized concepts using WordNet, where words are grouped
semantically. While POS tagging facilitates in disambiguating the word when assigned to
WordNet.

Word normalization

In English language, words have different forms like wolf or wolves, talk or talks, and write
or wrote. Word's different forms actually represent the common base form of a word
because these forms are semantically similar. Word normalization merges all forms into a
single base or root form of a word. It reduces the feature space by reducing different
forms of a word into a single one. Stemming and lemmatization are two ways in NLP
to perform word normalization. Stemming converts different derived forms of a word into
its root form, also known as stem, by removing the endings of the words like ‘s’, ’ies’, ’ing’
etc. It is a crude way of word normalization performed by just defining some rules of
chopping off some characters at the end of the word (Uysal & Gunal, 2014; Singh &
Gupta, 2017; Symeonidis, Effrosynidis & Arampatzis, 2018). It is a widely used method
and mostly gets good results (Mejova & Srinivasan, 2011). Lemmatization is another
method for word normalization. It merges different forms of a word into a root form, also
called lemma, by using morphological rules and vocabularies (Singh & Gupta, 2017).
Lemmatization is a comparatively more systematic and effective method than stemming
(Symeonidis, Effrosynidis & Arampatzis, 2018). In Guzman & Maalej (2014), it is used to
reduce features for sentiment analysis.

Textual data processing for feature extraction
There are several methods proposed to analyze textual data. The two common methods
to mine information are based on objective and subjective information. Objective
information extraction techniques deal with facts in the form of shallow features and
structural or event representation. While the other promising technique is about subjective
information that is sentiment analysis.

Shallow features

BoW, noun phrases, and name entities are examples of shallow or simple features. BoW is
the most basic shallow feature based technique used for text mining based stock market
prediction problems. In this technique, text is broken into words and each word is
considered as a feature (Luss & D’Aspremont, 2015; Garcia-Lopez, Batyrshin & Gelbukh,
2018). In its basic form, order and co-occurrence of words are not considered. N-gram is
an adjacent sequence of n words. For instance, unigram where n = 1 and each word is
considered as a feature is same as BoW (Hagenau, Liebmann & Neumann, 2013). But for
bigram and trigram, two and three contagious words are considered as an entity.
Moreover, two other feature selection techniques namely, named entities and noun-
phrases were explored. In noun-phrases, noun POS is identified by using lexicon.
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While syntactic rules facilitate recognizing noun phrases. In the later one, a pre-defined
categorization scheme such as name of person, organization, location etc., is used in order
to locate and classify named entities (Schumaker & Chen, 2009; Nassirtoussi et al., 2014).
Word embedding is another form of representing text vocabulary. It is a dense
representation for text where words that have the same meanings have similar
representations (Garcia-Lopez, Batyrshin & Gelbukh, 2018).

Event

An event is a specific type of knowledge that can be extracted from text and contains
entity-relation information. Formally, an event is defined as E = (A,P,O,T), where P is the
action, A is the actor that performs the action, O is the object on which the action was
performed and T is the timestamp used for aligning textual data(news) with numerical
data(stock price) (Ding et al., 2014). For example, the structure representation of the
event “19 February 2014—Facebook buys WhatsApp for $19 billion.” is represented as:
“(Actor = Facebook, Action = buys, Object =WhatsApp, Time = 19 February 2014)” (Ding
et al., 2015).

Event extraction approaches

There are three approaches for event extraction namely data-driven which relies on large
corpus of data, knowledge base which makes use of domain knowledge, and hybrid
approach where both techniques are combined. All three approaches are listed in Table 1.
Data-driven approaches require large text corpus and are based on quantitative
approaches to automate text processing, for instance linear algebra, probability theory and
information theory. All approaches focus on determining statistical relation without
considering semantics explicitly. Since data-driven approaches do not rely on domain
knowledge, no expert knowledge is required (Hogenboom et al., 2016).

Knowledge-driven event extraction methods use domain knowledge in the form of
ontologies and patterns that state rules. There are two types of patterns used in knowledge-
driven event extraction. The first one is a combination of lexical representation and
syntactic information. While the second one is more expressive, and combines lexical

Table 1 Event extraction techniques and their limitations (Adapted from Hogenboom et al. (2016)).

Event extraction techniques Limitations

Data-driven event extraction � Requires large corpus for training

� Does not deal with meaning explicitly

� Does not support result interpretability.

Knowledge-driven event extraction � Requires linguistic and domain knowledge

� Defining and maintaining patterns express domain knowledge

Hybrid event extraction � Requires linguistic and domain knowledge

� Results interpretability is difficult.

� Requires high expertise to tackle complexity raise caused by
combination of multiple techniques
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representation with syntactic and semantics information. Semantics are usually added by
means of ontologies. Due to the use of patterns, knowledge-driven approaches require less
training data and results are interpretable and traceable (Hogenboom et al., 2016).

The hybrid approach is a combination of data-driven and knowledge-driven
approaches. When domain knowledge is not enough, statistical methods are integrated for
compensation. While result interpretability is difficult due to less expressive patterns. So
the combination of multiple techniques increase the complexity and require expertise
(Hogenboom et al., 2016).

Significance of event embedding

Structured representation of events increases sparsity, which most probably decreases the
predictive power (Ding et al., 2015). In literature, this issue was solved by using event
embedding, which are dense vectors. Event embedding uses the principle that syntactically
or semantically similar events should comprise similar vectors. They are used to reduce
sparsity due to structured representations of events and capture both the syntactic and the
semantic information among events.

Sentiment analysis

Sentiment analysis mines the class of emotion from text and assigns a score. The process of
sentiment analysis uses NLP and machine learning based approaches. Initially, it breaks
down the text into parts like document, paragraph, sentence, phrase, or a word according
to required granularity. Then the process of sentiment analysis suggests appropriate
sentiment class along with score for the part of text under consideration.

There are two approaches to perform sentiment analysis on textual data. First method
uses machine learning algorithm on labeled text in order to create a trained model.
Then the train model is used for unseen data to perform sentiment analysis. Second
approach is based on rule based sentiment analysis. These rules are also known as
sentiment lexicon and inferred by language experts. In this method, text is tokenized into
words. Then some preprocessing steps like stop words removal and punctuation removal
etc. are performed in order to cleanse the data. Filtered words are classified as positive,
negative, or neutral class on the basis of their corresponding intensity measures (Taboada
et al., 2011).

Sentiment dictionary or lexicon are constructed using two approaches. In first
approach, dictionaries are constructed manually by experts where they also suggest rules to
analyze sentiments. For instance, Vader (Hutto & Gilbert, 2014), Harvard IV (HIV4)
(http://www.wjh.harvard.edu/~inquirer/homecat.htm), and Loughran and McDonald
(LM) (Loughran & McDonald, 2011) are sentiment dictionaries constructed using first
approach. Second approach is semi-automated and constructs sentiment dictionary in two
steps. In the first step it adopts the same approach but for small dataset where experts
manually perform sentiment analysis. Then automated extension methods are applied to
construct sentiment dictionary. SentiWordNet 3.0 (Baccianella, Esuli & Sebastiani, 2010)
and SenticNet 5 (Cambria et al., 2018) are the examples of sentiment dictionaries
constructed using semi-automated approach.
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Sentiment dictionaries can be further categorized on the basis of their domain. Like
there are general purpose sentiment dictionaries like Vader and HIV4 that can be used in
any domain. Domain Specific sentiment dictionary is another type like LM sentiment
dictionary which is constructed for financial domain (Li, Wu & Wang, 2020).

Data analytics is a process to examine dataset in order to draw conclusions about the
information they contain. There are commercial news analytic vendors like Thomson
Reuters and RavenPack who convert the news text into sentiment scores. In Allen,
McAleer & Singh (2017) andDeveikyte et al. (2020) news sentiment scores are developed by
Thomson Reuters and RavenPack. These sentiment scores are used to study the
relationship between financial news sentiment scores and stock prices data.

Machine learning algorithms
Machine learning enables system to automatically learn and improve itself from
experience. The learning procedure extracts patterns from available data and for unseen
data these patterns are used for making predictions. The learning procedure is divided into
supervised and unsupervised learning. In supervised learning data used for learning is
properly labelled or classified. While in unsupervised learning data is not labelled and it is
explored to identify the hidden patterns (Tabares-Soto et al., 2020). In this section some
supervised learning techniques are discussed which are commonly used in literature for
stock prediction using textual analysis.

Naive bayes (NB)
Naïve bayes is a probabilistic machine learning algorithm. It is based on Bayes theorem.
It is a simple but powerful prediction algorithm used mostly in text classification tasks
such as spam filtering. Classification is based on the joint probabilities of features and
classes. It is called naïve because features passed into the model are independent to each
other. That is changing the value of one feature, does not directly influence or change the
value of any of the other features used in the algorithm (Dada et al., 2019). In text mining
where the number of features are large, naïve assumption simplifies learning and NB
outperforms SVM and KNN (Yang & Liu, 1999).

K-nearest neighbors (KNN)
It is one of the simplest supervised machine learning algorithms with no or very minimal
training phase. It does not make any underlying assumptions about the distribution of
data because it is non parametric. Classifications are made using training data by matching
the test example with each and every training example. That is, a complete training
dataset is used to predict class for every test example. This makes KNN inefficient in terms
of time and memory. Class is assigned to test instance on the bases of K similar nearest
training instances where the optimum value of K is mined through tuning (Groth &
Muntermann, 2011; Dada et al., 2019).

Support vector machines (SVM)
Support Vector Machines are supervised machine learning algorithms. The main notion
behind SVM is about finding a hyperplane that best classifies the data points. There might
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be many candidate hyperplanes for data segregation but the best one has a maximum
margin that is the maximum distance between data points and a hyperplane. Maximizing
marginal distance enhances classification accuracy when test data points are classified.
Another, promising feature of SVM is that they shift data points into higher dimensional
space if they are not separable in present dimensional space. SVM are slow but provide
higher accuracy than other prediction algorithms and this feature makes SVM a preferable
choice for text categorization related applications (Cho, Wüthrich & Zhang, 1999; Dadgar,
Araghi & Farahani, 2016; Dada et al., 2019).

Artificial neural network (ANN)
Artificial Neural Network is a complicated but powerful machine learning technique that
imitates the human brain functionality. ANN is a group of neurons, the basic processing
unit, which are interconnected and communicate with one another through weighted
connections. Neurons take inputs, multiply these inputs with their corresponding weight
and add them to get a value, and finally pass this value to an activation function to produce
an output. These neurons are arranged in a manner so that they form a layer. ANN
consists of three layers namely input, hidden, and output. Each layer consists of at least one
neuron. There might be more than one hidden layer. Neural networks are trained
using large number of iterations. One iteration to train a neural network has two steps.
In the first step, neural network receives input through the input layer and passes it to the
hidden layer(s), then the output of the hidden layer(s) moves towards the output layer.
Finally, output is generated by the output layer of the neural network. This is called feed-
forward propagation. The estimated output is compared with actual output in order to
calculate the prediction error. Second step is called backpropagation step. It starts by
adopting gradient based method. This gradient based method is used to find optimized
weight values in neural network. Gradient based method calculates derivative of error with
respect to each weight using chain rule. Backpropagation step is completed when all
weights are updated. ANN is a powerful machine learning algorithm used as a text
classifier in literature (Groth & Muntermann, 2011; Dada et al., 2019). In Fig. S1, structure
of ANN is illustrated.

Deep learning
Deep learning is a sub field of machine learning, based on ANN. It is a new emerging area,
also known as Deep Neural Network (DNN). The promising feature of deep learning is
that it can learn features from data directly using multiple non-linear hidden layers.
Deep learning models are able to solve sophisticated problems and their effectiveness
becomes more prominent as training data increases. These models exploit the computation
power of modern Central Processing Unit (CPU) and Graphics Processing Unit (GPU) to
facilitate heavy processing.

Deep learning models face a challenge of vanishing gradient which slows down model’s
training and in worst case stops it. This problem arises in deep neural networks due to deep
hidden layers and it makes difficult to learn weights of earlier layer. According to chain
rule, derivatives are multiplied to each other from last layer to first layer in order to
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compute the derivative of initial layers. If derivatives are small values, multiplication makes
it so small. In this situation weights are not updated effectively which increases inaccuracy
in a model prediction (Charniak, 2019; Hu, Zhao & Khushi, 2021).

Convolutional neural networks (CNNs)

CNN is a deep learning model inspired by human vision mechanism and used across
different applications especially in image processing and video processing tasks. Later,
CNNs are enhanced for text classification. For instance, in Dada et al. (2019), CNN is
successfully used for email spam filtering. The basic architecture of CNN is composed of
several layers, for instance input layer, convolution layer, pooling layer, and fully
connected layer. It is illustrated in Fig. S2.

Input is fed through input layer in the form of three dimensional array. Convolution
layers are used to extract features. While former convolution layer extract features more
abstractly than later convolution layer. These layers have filters that are small matrices to
perform convolution operation. Pooling layer reduces the spatial dimension of input that is
why it is used after convolutional layers. Convolution and pooling layers reduce the
input dimension which in turns speed up computation. Last layer is fully connected where
each neuron is connected to the neurons in the previous layer. An important feature of
CNN is weight sharing which makes it less complex than fully connected neural network
(Goodfellow et al., 2016; Charniak, 2019; Hu, Zhao & Khushi, 2021).

Recurrent neural network (RNN)

RNN architecture is used to learn from sequential data. ANN models are used for
traditional predictive analysis is not suitable for sequential data because observations in
sequential data is not independent to each other. Traditional neural network treats each
input as an independent entity. RNN preserves previously processed observations using
hidden state and uses it along next observation going to be processed. Information in RNN
travels through loop which makes it possible to use same parameters and reduces the
parameter complexity than other NN models. But RNN doesn’t support long-term
memory and faces vanishing gradient problem (Goodfellow et al., 2016; Charniak, 2019;
Hu, Zhao & Khushi, 2021). The architecture of RNN is shown in Fig. S3.

Long short term memory (LSTM)

LSTM is a variant of RNN. It is also designed to support sequential data processing.
It tackles the shortcoming of RNN like vanishing gradient and no support for long-term
memory by introducing its gating mechanism. It has three gates which are input gate,
output gate, and forget gate. Three types of information are passed into LSTM cell, the
current input, hidden state (short-term memory), and cell state (long-term memory).
The forget gate decides which information in cell state should be kept or discarded. While
the input gate is responsible for what new information should be stored in cell state.
The output gate receives current input, previous hidden state, and newly computed cell
state in order to generate new hidden state and output for current input observation in
sequence (Goodfellow et al., 2016; Charniak, 2019;Hu, Zhao & Khushi, 2021). Architecture
of LSTM is depicted in Fig. S4.
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Evaluation measures
The performance of the classification algorithms is measured using accuracy, precision,
recall, and F1-score (Li, Wu & Wang, 2020). In order to understand these basic metrics,
there are some key terms which are the primary building blocks of these metrics. For
instance, a true positive (TP) is a number of correctly predicted positive classes by the
prediction model. Similarly, a true negative (TN) is the number of correct predictions for a
negative class. A false positive (FP) is known as the number of incorrect predictions of a
positive class made by the prediction model. While a false negative (FN) is an outcome
where the model creates incorrect prediction for the negative class (Patel et al., 2015).
By using these key terms, evaluation metrics can be defined as:

Accuracy

Accuracy is the measure of correctly predicted instances divided by total number of
instances.

Accuracy ¼ ðTPþ TNÞ
ðTPþ TNþ FPþ FNÞ (6)

Precision

Precision is the ratio between correct predictions for a class and total number of
predictions for a class.

PrecisionðPositive ClassÞ¼ TP
ðTPþ FPÞ (7)

PrecisionðNegative ClassÞ¼ TN
ðTNþ FNÞ (8)

Recall

Recall is the ratio between correct prediction of a class and total number of actual
predictions of a class.

RecallðPositive ClassÞ¼ TP
ðTPþ FNÞ (9)

RecallðNegative ClassÞ¼ TN
ðTNþ FPÞ (10)

F1-score

F1-Score is also known as F-measure. It performs well if the prediction algorithm is dealing
with uneven class distribution. It is a weighted average of Precision and Recall measures.

F1� Score ¼ 2 � ðPrecision � RecallÞ
ðPrecisionþ RecallÞ (11)

The above measures formulated from Eq. (6) to Eq. (11), are particularly used to
evaluate performance of classification algorithms. On the other hand, there are other basic
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measures which are used to measure the performance of regression algorithms where
predicted value is a continues value. Evaluation metrics for regression problems
identify the difference between actual and predicted value (Gao, Chai & Liu, 2017; Jin,
Yang & Liu, 2019). Some of the basic evaluation measures for regression problem are
discussed below:

Mean square error (MSE)

Mean square error is a mean squared difference between actual and predicted values
identified by regression task.

MSE ¼
P n

i¼1 Predictedi�Actualið Þ 2

n
(12)

Root mean square error (RMSE)

Root mean square error is a square root of mean squared difference between actual and
predicted values.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP n

i¼1 Predictedi�Actualið Þ 2

n

r
(13)

Mean absolute error (MAE)

Mean absolute error is a mean of absolute difference between actual and predicted values.

MAE ¼
P n

i¼1 Predictedi�Actualij j
n

(14)

Where
n = number of observations
For further detail about evaluation measures for regression task (Hyndman & Koehler,

2006) is suggested.

LITERATURE REVIEW
This section briefly outlines the research on stock prediction techniques. It summarizes the
techniques that only consider numerical financial data for stock prediction. Then it
discusses the feature extraction from textual data. It also summarizes the prediction
algorithms that exploit the combination of numerical and textual data for prediction.

Forecasting stock trend using time series data
Time series analysis for stock prediction using statistical approaches and machine
learning-based approaches have been adopted for many years. Both approaches have their
own limitations and strengths. Initially, researchers adopted statistical approaches like
authors in (Huang, Nakamori & Wang, 2005) identified the financial movement direction
of the NIKKEI 225 index by using different techniques. Forecasting performance of
Support Vector Machine (SVM) is better than Linear Discriminant Analysis (LDA),
Quadratic Discriminant Analysis (QDA) and Elman Backpropagation Neural Networks
(EBNN). Combination of all these forecasting models further improves forecasting

Usmani and Shamsi (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.490 17/36

http://dx.doi.org/10.7717/peerj-cs.490
https://peerj.com/computer-science/


accuracy. A major limitation of this work is that the authors have used weekly price
movement. While daily price movement would have given more insight in perceiving price
volatility.

Ou & Wang (2009) examined the Hang Seng index of Hong Kong stock market.
Experiments are performed using ten data mining techniques to predict price movement
of the Hang Seng index of Hong Kong stock market. These techniques include k-Nearest
Neighbor (k-NN) classification, LDA, QDA, Naive Bayes (NB), Neural Network (NN),
Logit model, Tree based classification, Bayesian classification with Gaussian process, SVM
and Least Squares SVM (LS-SVM). It is observed that each of the algorithms has its own
limitations. The prediction model accuracy depends on input representation, feature
selection, and prediction algorithm. SVM and LS-SVM performed best among the other
models. Their empirical data is detailed and gives the right direction to further enhance the
strength of prediction by combining these techniques. This paper provides a useful
baseline for further investigation to improve prediction performance.

Dynamic Mode Decomposition (DMD) is relatively a newer approach to analyze time
series data. DMD takes advantage of coherent structures in time series. These coherent
structures are called DMD modes and give more physical insight than curve fitting.
The application of trading strategy based on DMD is proposed in literature by many
researchers to identify evolutionary patterns from stock price data (Mann & Kutz, 2016).
The strength of DMD is demonstrated in Cui & Long (2016) for Chinese A-share stock
market for modeling the market patterns well in sideways market.Hua et al. (2016) extract
cyclic activity and price prediction from daily stock price data using DMD method.
In Kuttichira et al. (2017) adopted DMD for short term stock price prediction. They used
minute-wise data of National stock market for predicting the price in next few minutes.
Prediction was performed for intra and inter sector companies and evaluated using mean
absolute percentage error. Time series analysis using DMD based approach is useful
because DMD is an effective and computationally efficient approach but it is lacking in
improving prediction performance for unexpected changes like stock split.

Sun & Li (2012) proposed a new SVM ensemble method for Financial Distress
Prediction (FDP). Their main contribution is the technique for the selection of SVM
ensemble’s base classifiers on the basis of individual SVM classifier’s performance. It was
proved by experimental outcomes that the SVM ensemble was significantly better than
individual SVM classifier. They have relied on financial ratios and ignored the importance
of market factors such as firm size, and volatility etc. in predicting financial distress.
Moreover, they have used a small dataset of five years for this study. Huang, Huang &
Han (2012) adapted Support Vector Regression (SVR) as a forecasting technique for
financial time series data. Furthermore, SVR kernels are built using wavelet functions.
Comparative analysis showed that it is better than standard kernel function. Their
proposed technique improved prediction performance but a use of wavelet function as a
de-noising technique along with SVM is missing. Comparative analysis between both uses
of wavelet function will give more insight for better utilization in dealing with time series
data.
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Cheng & Wei (2014) proposed SVR with Empirical Mode Decomposition (EMD) to
predict stock price. Then in order to show its performance, comparison with a simple SVR
model and Autoregressive (AR) model is performed. EMD is an adaptive approach
that can decompose nonlinear time series into intrinsic mode functions (IMF). It can
suppress continuous noise. In Yujun, Yimei & Jianhua (2020), EMD and its variant
Ensemble EMD, which are better in dealing noise, are adopted to decompose a time series
into subsequences. Then LSTM is used to learn and predict from these subsequences.
Finally, subsequences prediction results were combined to obtain the estimation of original
time series. This is a good attempt and they have taken the advantage of statistical and
machine learning methods as a hybrid approach. Moreover, other preprocessing
techniques can also be employed in comparison with EMD to better understand its
strength. Furthermore, the use of technical indicators can enhance the prediction
performance.

The financial time series data has characteristics of nonlinearities and discontinuities
which add complexity in forecasting techniques. Artificial Neural Network (ANN) is
getting popular because it can handle the complex characteristics of financial time series
data. The Istanbul Stock Exchange stock prices volatility is forecasted using ANN and
SVM prediction models. Comparisons show that ANN achieves better results as compared
to SVM (Kara, Boyacioglu & Baykan, 2011). However, the use of fundamental factors as
input variables besides technical indicators are missing. (Ticknor, 2013) used Bayesian
Neural Network (BNN), a kind of ANN with tangent sigmoid function as a hidden layer
transfer function to predict stock price. In this study, very limited number of technical
indicators are used as a set of input features. While there is still a space for further
investigation to analyze prediction performance on different combinations of technical
indicators.

Liu & Wang (2012) concentrated on the prediction of price fluctuation in the stock
market and proposed a three layered improved Legendre Neural Network (LNN) model.
Further improvement can be made in random time strength function for different financial
markets to increase the prediction accuracy. Shahpazov, Velev & Doukovska (2013)
examined three prediction models to predict Bulgarian stock market. They used Multi-
Layer Perceptron (MLP), Radial Basis Function (RBF) neural network, and General
Regression Neural Network (GRNN). While the performance of GRNN was better than
others. When dealing with neural networks, dataset size plays an important role in
optimizing model’s performance. But the dataset incorporated by them is limited in size.
Wang & Wang (2015) proposed Stochastic Time Effective Function Neural Network
(STNN) for stock prediction. Principal Component Analysis (PCA) is used to identify
principal components. Furthermore, in order to ensure PCA-STNN predictive
performance, the model is compared with Back Propagation Neural Network (BPNN),
PCA-BPNN and STNN. But the predictive performance is not satisfactory when there is a
large fluctuation period in time series. Nelson, Pereira & De Oliveira (2017) adopted
deep neural networks for the stock market prediction. Their work is based on LSTM
which can be further enhanced by adopting different preprocessing techniques. Arratia &
Sepúlveda (2019) adopted the CNN model. The financial time series data is converted
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into images and then passed into CNN which produced improved classification accuracy
for stock market prediction. The work performed by them is encouraging. However, they
have used cross validation for time series data according to the work of (Bergmeir,
Hyndman & Koo, 2018) although the time series under consideration was not artificial and
stationary.

The above literature review is summarized in Table S1. This review exposes the
superiority of SVM and ANN over other machine learning techniques. It is deduced that
statistical methods don't perform better time series analysis as compared to ML
approaches like SVM and ANN. Furthermore, DL based techniques like CNN and LSTM
tackle nonlinearities and volatilities better than shallow learning based ML techniques.

Stock trend prediction using textual data
Unstructured form of textual data makes it difficult for data mining techniques to mine
information from text. Moreover, these text mining techniques can be further classified as
fact mining and opinion mining techniques. In this section, literature regarding text
processing techniques is discussed and divided into three groups: shallow feature based
text processing, event extraction based text processing, and sentiment analysis.

Shallow feature based text processing
Cho, Wüthrich & Zhang (1999) proposed text processing techniques based on keyword
record counting. They used a fixed set of news stories. In these news articles, they searched
around 400 keywords which were provided by market experts. They only considered
words statistics and ignored their semantics. They examined several text processing
methods and their effectiveness in forecasting financial markets.

Schumaker & Chen (2009) analyzed financial news articles using shallow features based
textual representation approaches like Bag-of-Words (BoW), noun phrases, named
entities, and proper noun schemes. They input different feature types in SVM classification
to study their impact and recognize the superiority of proper noun schemes as compared
to other text processing techniques. But they used small dataset that is not enough for in
depth analysis.

Dadgar, Araghi & Farahani (2016) proposed a news classification approach using Term
Frequency–Inverse Document Frequency (TF-IDF) for feature extraction and SVM as
classification scheme. They compared it with other classification methods and found
desirable results using their proposed approach. However, text preprocessing phase can be
improved further by using word normalization techniques.

Li et al. (2016) proposed a stock market prediction scheme using Extreme Learning
Machine (ELM) for rapid forecasting. ELM is a type of feed forward neural network
with one hidden layer. ELM doesn’t employ gradient based methods for parameter
optimization. They have used a news filtering scheme but a situation where multiple news
for a stock occur in the same time window are not handled properly and discarded from
filtered news dataset.

Groth & Muntermann (2011) used BoW and applied NB, k-NN, SVM and NN to
learn patterns from text. In order to generalize prediction model, size of the dataset was not
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enough. Hagenau, Liebmann & Neumann (2013) used SVM prediction model and
input textual feature set along with technical data. They showed that prediction
performance is enhanced by using their feature extraction techniques where extracted
BoW feature set is refined using market feedback. However, text preprocessing steps
are not extensive only stop word removal technique is employed in the text preprocessing
step.

Zhai, Hsu & Halgamuge (2007) used two news dataset where one is for general market
and the other is for specific stock. Textual features are extracted using BoW and then
extracted words are replaced with their high level concept using WordNet. These concepts
are weighted using TF-IDF scheme. Selected textual features are combined with technical
indicators and passed into SVM model for predictions but experiments are performed on
small dataset.

Luss & D’Aspremont (2015) utilized textual and numerical data for intraday price
prediction. They employed Multiple Kernel Learning (MKL) for price prediction and BoW
to extract text features. These features are selected using dictionary of word’s stem form
that reduced dimensionality of feature vector. But dictionary contained small set of words
that limited the prediction performance.

Vargas, De Lima & Evsukoff (2017) combined CNN with LSTM and used word and
sentence embedding for stock prediction. They have compared their results with (Ding
et al., 2015) and showed that performance became slightly better for word and sentence
embedding. They have used hybrid prediction model and technical indicators but
preprocessing step for financial time series is missing. Furthermore, the comparative
analysis of experimental results using CNN and CNN combined with LSTM, showed that
features with enhance semantic significantly contribute in improving prediction accuracy.

In Garcia-Lopez, Batyrshin & Gelbukh (2018), the relationship between tweets and
stock trend is captured while BoW and word embedding are used as a textual
representation. BoW vocabulary size is justified by analyzing results for different
vocabulary size but Word2Vec embedding size parameter is not tested for different
values. It is shown that word embedding outperformed BoW. Yun, Sim & Seok (2019) used
titles of news articles in Korean language and extracted features using word embedding.
Features were passed into the CNN model and it produced 53% accuracy. In this research,
authors have not discussed about hyper parameter’s tuning. The discussed literature about
shallow features is summarized in Table S2.

Event extraction based text processing
Event extraction approaches are based on large data corpus and do not depend on
domain expertise. These approaches are used in many domains like finance, security, and
war etc. In data-driven event extraction, clustering is performed to group documents or
sentences that refer to the same event (Naughton, Kushmerick & Carthy, 2006; Tanev,
Piskorski & Atkinson, 2008). Ding et al. (2014) and Ding et al. (2015) used data-driven
event extraction based stock prediction techniques. Structured events are extracted using
OpenIE technology. Extracted events are generalized using two ontologies (WordNet
and VerbNet). Then linear prediction models are compared with non-linear prediction
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models for capturing the hidden relationship between financial events and stock trend.
They found that events based feature set performed better than BoW based feature set
using non-linear prediction models. But the sparseness of event based features set limited
the prediction accuracy. In their next work, extracted events are further processed by using
event embedding. These embedded events are used to produce textual features for CNN
prediction technique. It is observed that event-embedding based document representation
improves the prediction accuracy more than discrete event based document
representation. The proposed event embedding technique is based on word embedding of
the elements of an event. This event embedding technique cannot capture the relationship
between two semantically same events if word vectors are not same. In Ding et al. (2016),
the issue is addressed by introducing background knowledge. But they should extend their
work for financial domain related knowledge graph. Deng et al. (2019) employed the
similar technique for event embedding using knowledge graph to refine event embedding.
For prediction, Temporal Convolutional Network (TCN) is employed that outperformed
other deep learning models especially for abrupt changes of stock trend. However,
accuracy is not the only metric to show the worth of prediction model. The prediction
model should also be analyzed for the time and memory it takes for training.

Event extraction based on expert knowledge with small data corpus improves search
performance of information extraction technique (Borsje, Hogenboom & Frasincar, 2010;
Hogenboom et al., 2013). Chen et al. (2019) extracted fine grained events automatically
using a finance event dictionary built by domain experts. They proposed a professional
financial event dictionary that contains all main financial events along their roles, and
trigger words. By using this dictionary, events are extracted along their semantics
automatically. This fine grained event significantly improves the prediction performance.
However, the shared effect of stock and news is distributed between parameters of
prediction model. So, it is difficult to extract this learned effect in order to use it in other
financial problems.

For pattern based event extraction, lexico-semantic patterns are better than lexico
syntactic (IJntema et al., 2012). Author proposed lexico-semantic pattern language that
make use of patterns to identify semantics from text. It is preprocessed before pattern
matching in text. They performed experiments for finance and the political domain and
found results with good precision and recall. But the extracted events are not timestamped,
which is a mandatory feature in other domains like financial domain especially for trend
prediction.

In Nuij et al. (2013) a framework is proposed for automatic extraction of news events
from news messages. Knowledge based event extraction is performed using ViewerPro
tool. Then extracted events impact and technical indicators are used in stock trading
strategies. These strategies take the form of rules that use technical indicators with news
variables. Genetic programming is used to reveal intricate rules based on news-based
signals and technical indicators. Extracted events are not analyzed thoroughly like
understanding the relationship between multiple events occurring in same time window so
that their collective impact can be inferred on stock trend.
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Many knowledge based event extraction techniques require data-driven processing
steps like initial clustering hence these approaches are combined with their pros and cons.
Hybrid event extraction techniques are used in many domains like biomedical, politics,
weather etc., (Jungermann & Morik, 2008; Björne et al., 2010). However, hybrid approach
increases complexity by utilizing multiple techniques and requires high expertise to deal
with. Event extraction based text processing is summarized in Table S3.

Sentiment analysis based text processing
Stock prediction using sentiment analysis is an attractive area of research as it gives deeper
analysis of textual data. In Sehgal & Song (2007), Yahoo financial message board is used as
a source of textual data for predicting stock trend. They inferred public sentiments
from web messages and proved its correlation with stock trend. Naïve bayes, decision tree,
and bagging algorithms are used as prediction algorithm. They also added an important
contribution in terms of trust value parameter. It is calculated using author’s past
performance related to correct predictions. On the basis of trust value unreliable
sentiments are filtered which further enhances prediction accuracy. However, they have
only considered past day web sentiments while there are web sentiments that have long
term correlation with stock value.

It is shown by experiments in Wu et al. (2012) that the use of sentiment analysis
based features along with technical indicators enhances the prediction performance.
They used pointwise mutual information (PMI) measurement to extract sentiment
analysis based features. PMI measures strength of semantic association between words and
seed words from positive and negative class. The proposed technique for features
extraction from stock news captures effective features which enhances prediction
performance. But technical analysis can be improved further by examining different
combinations of technical indicators.

De Fortuny et al. (2014) proposed a stock prediction model with SVM as a classifier.
The input set is comprised of technical indicators and textual features. Textual features
are extracted using BoW and sentiment analysis for different scopes of textual data.
However, sentiment analysis only considered adjectives in text. By performing multiple
experiments, they have given strong prove that stock prediction model performed better
than random guessing.

Initially, sentiment analysis is tackled as a standard document classification problem,
but soon it was realized that it requires some established knowledge base in the form of
rules and vocabulary. Besides machine learning based sentiment analysis, lexicon based
sentiment analysis is considered as a key resource for sentiment analysis.

In the beginning, sentiment lexicon was created manually with small data size
(Loughran & McDonald, 2011; Hutto & Gilbert, 2014). There is a need to automate the
creation process of sentiment lexicon in order to increase lexicon data size. SenticNet5
(Cambria et al., 2018) contains around 100k concepts along with relationships between
these concepts. They automatically discovered conceptual primitives from text and linked
them to commonsense concepts and named entities using symbolic and sub-symbolic AI.
Recent studies show that these large scale lexicons provide significant improvement in
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performance. In Jovanoski, Pachovski & Nakov (2016), using mid-sized manually crafted
lexicon as seeds, a large scale lexicon is built using bootstrapping. It is shown that
mid-sized seeds lexicon produces high quality lexicon than using small-sized seed lexicon.
By using Sentprop, a framework to induce sentiment polarity for specific domain,
(Kreutz & Daelemans, 2018) adapted a general purpose sentiment lexicon for use in one
specific domain.

Sentiment lexicon is a powerful tool that provides sentiment analysis an establish
foundation. In Deng et al. (2011), SentiWordNet 3.0 was used as a sentiment lexicon to
perform sentiment analysis for news and comments scrapped from social network. They
performed technical analysis on stock price data for feature extraction. Finally, all types of
features are input into multiple kernel learning regression model (MKL) to perform
prediction. Evaluation results showed that multiple type of features enhanced prediction
performance. For sequence learning, neural network based model like LSTM performs
better than MKL.

Li et al. (2014) have adopted Harvard IV-4 dictionary and Loughran-McDonald
financial dictionary to construct the sentiment dimensions. News articles are then
quantitatively projected onto sentiment dimensions. Prediction models with sentiment
analysis outperformed the BoW models at index, sector, and stock level. Performance
difference between Harvard IV-4 dictionary and Loughran-McDonald financial dictionary
is not noticeable. Techniques should be employed to automatically expand sentiment
dictionaries. In Li, Wu & Wang (2020), technical indicators are combined with news
sentiment scores. Sentiment analysis is performed using general purpose and domain
specific sentiment lexicon. Prediction model showed better result with domain specific
lexicon than other lexicons. Multiple news sentiments within the same day are averaged to
input in prediction model. But there should be a way to identify strength of each news so
that their weighted average can be taken.

Allen, McAleer & Singh (2017) used DJIA news sentiment scores provided by Thomson
Reuters. They analyzed the relationship between DJIA component companies stock prices
and financial news sentiment scores using entropy based measures. In Deveikyte et al.
(2020), news headlines from FTSE100 is obtained from RavenPack. Furthermore, tweets
and news stories for FTSE100 are also collected from other sources. They have assessed
the relationship between stock market movement and sentiment score. They have also
conducted a correlation analysis using Granger’s causality test. Both articles revealed the
significance of sentiment score in estimating stock market behavior. However, dataset size
was not enough for reliable results.

Machine learning techniques for stock prediction using numerical and
textual data
In literature, machine learning based stock prediction techniques are divided into
shallow learning and deep learning techniques. Research papers for stock prediction are
discussed in earlier section in the context of text mining approaches. In this section, these
research papers are outlined under machine learning categories.
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Shallow learning techniques for stock prediction
Shallow Learning techniques provide predictive models with very few numbers of
composition layers. It requires features that have already been processed well. It can work
well with small dataset (Pasupa & Sunhem, 2016). SVM and Artificial Neural Network
(ANN) with one or two incorporated hidden layers are examples of shallow learning
techniques. In Schumaker & Chen (2009) and Dadgar, Araghi & Farahani (2016), news
classification approaches are proposed using different shallow features based textual
representation and SVMmachine learning models. Groth &Muntermann (2011) used NB,
k-NN, SVM and NN for text classification. Zhai, Hsu & Halgamuge (2007), Hagenau,
Liebmann & Neumann, 2013 and Luss & D’Aspremont (2015) used SVM model for
stock prediction. Garcia-Lopez, Batyrshin & Gelbukh (2018) used Naive Bayes, Support
Vector Machines, K-nearest neighbors, Logistic Regression, and multilayer perceptron.
BoW and word embedding are used for text representation while classifiers performed
better with word embedding than BoW.

Deep learning techniques for stock prediction
Deep learning techniques as compared to ANN, have several hidden layers. Deep learning
algorithms require a big dataset in order to tackle over-fitting as well as a high performance
computing unit like GPUs (Pasupa & Sunhem, 2016). The promising feature of deep
learning techniques is that it can extract features from data through learning. CNN and
Recurrent Neural Network (RNN) are types of deep learning techniques. Vargas, De Lima
& Evsukoff (2017) proposed a Recurrent Convolutional Neural Network model (RCNN)
to take advantage of both models. CNN better extracts semantic information from text and
RNN is better in catching context information. The results showed that the proposed
model RCNN performance is better than CNN. In Ding et al. (2015), evaluation results
showed that CNN is superior to standard feedforward neural networks and SVM. Deng
et al. (2019) proposed Knowledge Driven Temporal Convolutional Network (KDTCN)
model based on 1-D Fully-Convolutional Network (FCN) architecture. KDTCN
outperformed other advanced models for stock prediction. In Jin, Yang & Liu (2019), a
hybrid model is proposed that used stock prices data and investors sentiments. The
proposed model adopted EMD as a frequency decomposition technique in order to deal
with non-stationary stock price time series data. While LSTM with attention mechanism
verified the superiority of the hybrid model in terms of prediction accuracy.

DISCUSSION
Stock market prediction is automated using two approaches: technical analysis and
fundamental analysis. Technical analysis relies on historic price data, volume of
transactions and their derived attributes. While fundamental analysis not only considers
technical data but also incorporates economic and political factors that have direct impact
on stock market. These factors can be captured from textual data in the form of news,
tweets, company performance reports, etc.

The discussion starts in the context of technical analysis by considering stock price
data as a time series data that contains non-linearity and volatility or noise. Initially,
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technical analysis adopts statistical approaches for stock prediction. These statistical
approaches are limited in perceiving non-linearity, noise and dynamics between stocks.
Instead machine learning and AI based techniques especially deep learning has brought
substantial advancement to deal with stock price data. However, despite this feature of
machine learning techniques, statistical methods are not entirely discarded from the set
of opportunities. Likewise, EMD and its variants are used in literature as a preprocessing of
non-linear and noisy data (Yujun, Yimei & Jianhua, 2020).

Many de-noising techniques have been proposed to filter time series data like
Independent Component Analysis (ICA) and Wavelet Transform (WT) (Wang et al.,
2011; Dai, Wu & Lu, 2012; Liang et al., 2019). Furthermore, segmentation is a pre-
processing step that represents time series with less data and identifies technical patterns
which facilitates data analysis (Cavalcante et al., 2016). This discussion about analyzing
stock price data deduces that stock price data should be analyzed by combining the
strength of statistical and deep learning techniques. Forecasting using hybrid approaches
improves accuracy significantly.

On the other hand, fundamental analysis deals especially with textual data. There are
two types of approaches that mine information from textual data. First category is related
to fact finding techniques and the other one is opinion mining techniques. In literature
review, two prominent approaches are discussed for extracting facts from text that are
shallow and event based features. Most earlier research work adopted text processing using
shallow features like bag-of-words, noun phrases, and named entities etc. These techniques
are basically different representations of text vocabulary with high dimensionality and
without semantics (Schumaker & Chen, 2009; Groth & Muntermann, 2011). Then some
techniques are employed for shallow feature’s dimensionality reduction for instance,
knowledge bases and generalized concepts (Zhai, Hsu & Halgamuge, 2007; Luss &
D’Aspremont, 2015). Word embedding which is another text representation technique
reduces the dimensionality by allowing words with similar meaning to have similar
representation (Vargas, De Lima & Evsukoff, 2017; Garcia-Lopez, Batyrshin & Gelbukh,
2018). Later on, an entity relationship based technique is adopted for information
extraction from text. So textual data is represented as structured events which contain
entity-relation information (Ding et al., 2014). The use of domain knowledge along with
event extraction method refines this process and provides opportunity to use less training
data with interpretable and traceable results (Hogenboom et al., 2016; Chen et al., 2019).
Moreover, event embedding gives the distributed representation of structured events
which significantly reduces the issue of high dimensionality. While the use of knowledge
base along with event embedding further refines textual feature extraction process (Ding
et al., 2016; Deng et al., 2019).

Alternatively, sentiment analysis is another way to mine information about opinion in
text. Using machine learning algorithms, sentiment analysis is performed as a document
classification problem (De Fortuny et al., 2014). Another approach adopts sentiment
lexicon to identify sentiment score. Sentiment lexicon provides an established foundation
and it is mostly adopted for sentiment analysis. While sentiment lexicons for financial
domain can enhance stock prediction accuracy like LM (Loughran & McDonald, 2011).
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But its limited size doesn’t impact well on prediction accuracy. So, there are approaches
that automate the process of increasing the size of sentiment lexicon by taking into account
existing manually created data as a seed word set (Jovanoski, Pachovski & Nakov, 2016;
Kreutz & Daelemans, 2018). In financial domain, lexicon based sentiment analysis is
performed to extract features from textual data (Li, Wu & Wang, 2020).

Features extracted from numerical and textual data are aligned and input into
prediction algorithm. Deep learning has more potential than shallow learning techniques
to capture the complex hidden relationship between textual and numerical data. The
promising feature of deep learning techniques is that they can extract features from data
through learning. The work of Ding et al. (2015), Ding et al. (2016), Vargas, De Lima &
Evsukoff (2017), Chen et al. (2019), Deng et al. (2019) and Li, Wu & Wang (2020) shows
the strength of deep learning for prediction along with event base textual representation
and sentiment analysis based features (Picasso et al., 2019; Li, Wu & Wang, 2020).
Solutions of the challenges in implementing news sensitive stock prediction are discussed
in this section and are summarized in Table 2.

Finally, Table 3 outlines state of the art techniques in the context of news sensitive stock
prediction model. By observing this table, it can be deduced that hybrid approaches for
feature extraction and prediction perform better by combining strengths of different
approaches.

OPEN ISSUES AND RESEARCH DIRECTIONS
Stock prediction has been an attractive research area for many years. The large amount of
textual and numerical data is available to extract significant information and utilize it in
prediction techniques. A lot of efficient techniques have been proposed to support data
processing and decision making in this area. However, there are a few open problems
which are discussed below:

News preprocessing
Text preprocessing is a non-trivial step before feature selection. There are different
techniques that exist for text preprocessing. For instance, removing stop words,
lowercasing, stemming, and lemmatizing etc. In (Symeonidis, Effrosynidis & Arampatzis,

Table 2 Key challenges and proposed solutions.

Challenges Descriptions Solutions

Process financial
time series data

Dynamic and nonlinear data with noise and
outliers

Data Filtration, segmentation (Wang et al., 2011; Dai, Wu & Lu, 2012;
Cavalcante et al., 2016; Liang et al., 2019), Data decomposition (Jin, Yang &
Liu, 2019; Yujun, Yimei & Jianhua, 2020)

Process textual
data

Unstructured data, Lack of semantics, emotion
extraction

Shallow features with dimensionality reduction (Vargas, De Lima & Evsukoff,
2017), Structured representation using event driven approach with
embedding and use of knowledge bases (Ding et al., 2016; Chen et al., 2019;
Deng et al., 2019). Sentiment analysis using lexicon based approach (Li, Wu
& Wang, 2020)

Prediction
technique

Ultra High dimensional classification problem,
identify influence of textual data on stock history

Deep neural network (Ding et al., 2015; Pasupa & Sunhem, 2016; Vargas, De
Lima & Evsukoff, 2017; Mourelatos et al., 2018; Deng et al., 2019)
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2018), comparative experiments are performed on twitter dataset with 16 different
preprocessing techniques. This work investigates the significance of these techniques when
they are used simultaneously or with different combinations. Twitter dataset contains a
significant amount of noise as compared to the text written in a more formal way like news
dataset. Preprocessing is also a considerable step for text with less noise in order to reduce
feature dimensions and ignore meaningless data. So a thorough comparative evaluation of
preprocessing techniques for news dataset will be valuable for the research community,
especially dealing with news for stock trend prediction.

Table 3 News sensitive stock market prediction models using state of the art techniques.

Reference Data Source Numerical
Data

Textual Data Prediction Techniques Evaluation metrics

Ding et al.
(2016)

S&P 500 through Yahoo
Finance,
News
articles from Reuter’s
website from October
2006, to November
2013

Stock price
data

Knowledge driven event
embedding (KGEB)

KGEB-CNN Accuracy = 66.93%

Vargas, De
Lima &
Evsukoff
(2017)

S&P 500 index series are
obtained through
Yahoo Finance,
News
articles from Reuter’s
website from 20-10-
2006, to 2-11-2013

Technical
data

Word embedding and
sentence embedding

Combines LSTM with CNN Accuracy for word embedding
and technical indicator = 61%
Accuracy for sentence
embedding and technical
indicator = 62%

Chen et al.
(2019)

Tokyo Stock Price Index
(TOPIX),
Financial news from
Reuters

Stock price
data

Proposed financial
event dictionary, fine
grained event using
dictionary

Structured Stock Prediction
Model(SSPM), Multi-Task
Structured Stock Prediction
Model(MSSPM)
Using BiLSTM, self-attention
and Conditional Random Fields
(CRF) etc.

SSPM Accuracy = 66.4%
MSSPM Accuracy = 65.7

Deng et al.
(2019)

DJIA index from
08/08/2008 to 01/01/
2016. Stock price data
from Yahoo Finance,
news headlines from
Reddit WorldNews
Channel

Stock price
data

Knowledge driven event
embedding

Knowledge Driven Temporal
Convolutional Network
(KDTCN)

Accuracy = 71.8%

Jin, Yang &
Liu (2019)

Apple stocks from
Yahoo finance, Stock
comment dataset from
stocktwits

Stock price
data

CNN as a base learner
for sentiment index

EMD based enhance LSTM
(EMD-LSTM) with attention
layer

RMSE = 3.196534
MAPE = 1.65
MAE = 2.396121
R2 = 0.977388

Li, Wu &
Wang
(2020)

Hong Kong Exchange
daily prices from
January 2003 to March
2008,
FINET news

Stock price
data and
Technical
indicators

News sentiment
analysis using
sentiment lexicon

LSTM Test Accuracy for 3 out of 4
sectors is comparatively
better using domain specific
dictionary.
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News categorization
In news sensitive stock prediction justified grouping of information plays an important
role for efficient information retrieval. For the stock market, news should be properly
categorized so that their impact on the stock market can be captured effectively.
For instance, news related to politics, terrorism, foreign affairs, finance, economic, and
government policies etc., should be categorized accordingly. Furthermore, news related to
the stock market should be further categorized into general stock market news, sector
related news, and specific stock related news. Supervised techniques are used for news
categorization where enough training data exists for acceptable categorization accuracy.
But if there is no training data then news is categorized using manual effort. Although
unsupervised techniques exist with minimal manual efforts (Usmani & Shamsi, 2020),
there is still a need for further efforts required to fully automate these techniques.

Intensity of news impact
News influences the stock market with different intensities. So there should be a way to
estimate the intensity of news impact on stock market. Moreover, it should also be
investigated that for how long news has its impact on stock market and how the intensity
of news impact gradually decreases over time.

Impact of bad and good news
On a stock trading day, there can be multiple news with different polarizations that
influence market trading simultaneously. For instance, there might be some news that has
a positive impact and at the same time some news has a negative impact on the stock
market. So estimating their collective effect is also an open research problem in this
domain.

News weighted impact
News from different categories have different influence on the stock market. For instance,
regional news has more potential to impact the stock market than global news. In order to
gain more insights, news categories should be incorporated and trained separately in the
prediction model along with their learned weights.

Other sources for textual data
Recently a lot of work is being done to capture impact on stock market from news
and twitter data. However, integration of additional resources of data like a quarterly or
annual reports from a company can be used to further enhance the prediction accuracy.
The companies registered in the stock market are required to report at frequent intervals.
These reports publish a company activity and financial performance which can help to
comprehend future stock trend.

Hybrid deep learning models
The application of stock prediction by employing Deep Neural Network (DNN) is gaining
attention dramatically for many years. CNN and LSTM are examples of deep learning
models used for stock prediction (Liang et al., 2019; Yun, Sim & Seok, 2019). However, in
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Thakkar & Chaudhari (2021) worth of hybrid DNN approaches are discussed which
improved prediction accuracy significantly. Vargas, De Lima & Evsukoff (2017) and Liu
et al. (2020) proposed hybrid deep learning models by combining the worth of LSTM and
CNN. Consequently, there is a need to investigate more sophisticated deep learning
approaches by combining basic deep learning models.

CONCLUSION
This paper presents an extensive study of stock trend prediction using news and stock
prices. It presents a generic approach to implement news sensitive stock prediction model
and identifies three main phases. In each phase, challenges are identified and in search of
opportunities existing literature is reviewed.

This work has four major contributions. The first contribution of this paper is to
provide literature review on this topic. This work elaborates existing research paper and
assesses their strengths and limitations. The discussion about existing literature is classified
according to different phases in stock prediction namely: (i) forecasting using time series
data, (ii) forecasting using financial time series and textual data, (iii) preprocessing and
feature extraction in textual and numerical data, (iii) techniques for stock trend prediction
using numerical and textual features.

The second contribution is a discussion about key concepts in this scenario that
will significantly improve the reader’s comprehension. The third contribution is the
identification of challenges and their state of the art solutions in the context of news
sensitive stock prediction.

Furthermore, discussion about open issues and future research direction is another
important contribution of this survey which is noteworthy for the research community.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
This research work is supported by the Higher Education Commission (HEC), Islamabad,
Pakistan. The funders had no role in study design, data collection and analysis, decision to
publish, or preparation of the manuscript.

Grant Disclosures
The following grant information was disclosed by the authors:
This research work is supported by the Higher Education Commission (HEC), Islamabad,
Pakistan. The funders had no role in study design, data collection and analysis, decision to
publish, or preparation of the manuscript.

Competing Interests
Shazia Usmani and Jawwad A Shamsi declare that they have no competing interests.

Author Contributions
� Shazia Usmani performed the computation work, prepared figures and/or tables,
authored or reviewed drafts of the paper, and approved the final draft.

Usmani and Shamsi (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.490 30/36

http://dx.doi.org/10.7717/peerj-cs.490
https://peerj.com/computer-science/


� Jawwad A Shamsi authored or reviewed drafts of the paper, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

This is a survey article, therefore there is no raw data or code.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj-cs.490#supplemental-information.

REFERENCES
Allen DE, McAleer M, Singh AK. 2017. An entropy-based analysis of the relationship between the

DOW JONES Index and the TRNA Sentiment series. Applied Economics 49(7):677–692.

Alonso-Monsalve S, Suárez-Cetrulo AL, Cervantes A, Quintana D. 2020. Convolution on neural
networks for high-frequency trend prediction of cryptocurrency exchange rates using technical
indicators. Expert Systems with Applications 149:113250.

Arratia A, Sepúlveda E. 2019. Convolutional neural networks, image recognition and financial
time series forecasting. In: Workshop on Mining Data for Financial ApplicationsSpringer.

Baccianella S, Esuli A, Sebastiani F. 2010. Sentiwordnet 3.0: an enhanced lexical resource for
sentiment analysis and opinion mining. In: Proceedings of the Seventh International Conference
on Language Resources and Evaluation (LREC'10).

Bergmeir C, Hyndman RJ, Koo B. 2018. A note on the validity of cross-validation for evaluating
autoregressive time series prediction. Computational Statistics & Data Analysis 120:70–83.

Björne J, Ginter F, Pyysalo S, Tsujii J, Salakoski T. 2010. Complex event extraction at PubMed
scale. Bioinformatics 26(12):i382–i390.

Borsje J, Hogenboom F, Frasincar F. 2010. Semi-automatic financial events discovery based on
lexico-semantic patterns. International Journal of Web Engineering and Technology 6(2):115–
140.

Cambria E, Poria S, Hazarika D, Kwok K. 2018. SenticNet 5: discovering conceptual primitives
for sentiment analysis by means of context embeddings. In: Proceedings of the AAAI conference
on artificial intelligence.

Cavalcante RC, Brasileiro RC, Souza VL, Nobrega JP, Oliveira ALI. 2016. Computational
intelligence and financial markets: a survey and future directions. Expert Systems with
Applications 55:194–211.

Chan SW, Franklin J. 2011. A text-based decision support system for financial sequence
prediction. Decision Support Systems 52(1):189–198.

Charniak E. 2019. Introduction to deep learning. Cambridge: The MIT Press.

Chen D, Zou Y, Harimoto K, Bao R, Ren X, Sun X. 2019. Incorporating fine-grained events in
stock movement prediction. arXivAvailable at http://arxiv.org/abs/1910.05078.

Cheng C-H, Wei L-Y. 2014. A novel time-series model based on empirical mode decomposition
for forecasting TAIEX. Economic Modelling 36:136–141.

Cho V, Wüthrich B, Zhang J. 1999. Text processing for classification. Journal of Computational
Intelligence in Finance 7(2):6–22.

Cui L, Long W. 2016. Trading strategy based on dynamic mode decomposition: tested in Chinese
stock market. Physica A: Statistical Mechanics and its Applications 461:498–508.

Usmani and Shamsi (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.490 31/36

http://dx.doi.org/10.7717/peerj-cs.490#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.490#supplemental-information
http://arxiv.org/abs/1910.05078
http://dx.doi.org/10.7717/peerj-cs.490
https://peerj.com/computer-science/


Dada EG, Bassi JS, Chiroma H, Adetunmbi AO, Ajibuwa OE. 2019. Machine learning for email
spam filtering: review, approaches and open research problems. Heliyon 5(6):e01802.

Dadgar SMH, Araghi MS, Farahani MM. 2016. A novel text mining approach based on TF-IDF
and support vector machine for news classification. In: 2016 IEEE International Conference on
Engineering and Technology (ICETECH). Piscataway: IEEE.

Dai W, Wu J-Y, Lu C-J. 2012. Combining nonlinear independent component analysis and neural
network for the prediction of Asian stock market indexes. Expert Systems with Applications
39(4):4444–4452.

De Fortuny EJ, De Smedt T, Martens D, DaelemansW. 2014. Evaluating and understanding text-
based stock price prediction models. Information Processing & Management 50(2):426–441.

Deng S, Mitsubuchi T, Shioda K, Shimada T, Sakurai A. 2011. Combining technical analysis with
sentiment analysis for stock price prediction. In: 2011 IEEE Ninth International Conference on
Dependable, Autonomic and Secure Computing. Piscataway: IEEE.

Deng S, Zhang N, Zhang W, Chen J, Pan JZ, Chen H. 2019. Knowledge-driven stock trend
prediction and explanation via temporal convolutional network. In: Companion Proceedings of
The 2019 World Wide Web Conference.

Deveikyte J, Geman H, Piccari C, Provetti A. 2020. A sentiment analysis approach to the
prediction of market volatility. arXivAvailable at https://arxiv.org/abs/2012.05906.

Ding X, Zhang Y, Liu T, Duan J. 2014. Using structured events to predict stock price movement:
An empirical investigation. In: Proceedings of the 2014 Conference on Empirical Methods in
Natural Language Processing (EMNLP).

Ding X, Zhang Y, Liu T, Duan J. 2015. Deep learning for event-driven stock prediction. In:
Twenty-Fourth International Joint Conference on Artificial Intelligence.

Ding X, Zhang Y, Liu T, Duan J. 2016. Knowledge-driven event embedding for stock prediction.
In: Proceedings of Coling 2016, the 26th International Conference on Computational Linguistics:
Technical Papers.

Dutta S. 2018.An overview on the evolution and adoption of deep learning applications used in the
industry. Wiley Interdisciplinary Reviews Data Mining and Knowledge Discovery 8(4):e1257.

Gao T, Chai Y. 2018. Improving stock closing price prediction using recurrent neural network and
technical indicators. Neural Computing 30(10):2833–2854.

Gao T, Chai Y, Liu Y. 2017. Applying long short term momory neural networks for predicting
stock closing price. In: 8th IEEE International Conference on Software Engineering and Service
Science (ICSESS). Piscataway: IEEE.

Garcia-Lopez FJ, Batyrshin I, Gelbukh A. 2018. Analysis of relationships between tweets and
stock market trends. Journal of Intelligent and Fuzzy Systems 34(5):3337–3347.

Goodfellow I, Bengio Y, Courville A, Bengio Y. 2016. Deep learning. Cambridge: MIT Press.

Grané A, Veiga H. 2010. Wavelet-based detection of outliers in financial time series.
Computational Statistics & Data Analysis 54(11):2580–2593.

Groth SS, Muntermann J. 2011. An intraday market risk management approach based on textual
analysis. Decision Support Systems 50(4):680–691.

Guzman E, Maalej W. 2014. How do users like this feature? a fine grained sentiment analysis of
app reviews. In: 2014 IEEE 22nd International Requirements Engineering Conference (RE).
Piscataway: IEEE.

Hagenau M, Liebmann M, Neumann D. 2013. Automated news reading: stock price prediction
based on financial news using context-capturing features. Decision Support Systems
55(3):685–697.

Usmani and Shamsi (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.490 32/36

https://arxiv.org/abs/2012.05906
http://dx.doi.org/10.7717/peerj-cs.490
https://peerj.com/computer-science/


Hogenboom F, Frasincar F, Kaymak U, De Jong F, Caron E. 2016. A survey of event extraction
methods from text for decision support systems. Decision Support Systems 85:12–22.

Hogenboom A, Hogenboom F, Frasincar F, Schouten K, Van Der Meer O. 2013. Semantics-
based information extraction for detecting economic events. Multimedia Tools and Applications
64(1):27–52.

Hu Z, Zhao Y, Khushi M. 2021. A survey of forex and stock price prediction using deep learning.
Applied System Innovation 4(1):9.

Hua J-C, Roy S, McCauley JL, Gunaratne GH. 2016. Using dynamic mode decomposition to
extract cyclic behavior in the stock market. Physica A: Statistical Mechanics and its Applications
448:172–180.

Huang C, Huang L-l, Han T. 2012. Financial time series forecasting based on wavelet kernel
support vector machine. In: 2012 8th International Conference on Natural Computation.
Piscataway: IEEE.

Huang W, Nakamori Y, Wang S-Y. 2005. Forecasting stock market movement direction with
support vector machine. Computers & Operations Research 32(10):2513–2522.

Hutto C, Gilbert E. 2014. Vader: a parsimonious rule-based model for sentiment analysis of social
media text. In: Proceedings of the International AAAI Conference on Web and Social Media.

Hyndman RJ, Koehler AB. 2006. Another look at measures of forecast accuracy. International
Journal of Forecasting 22(4):679–688.

Idrees SM, AlamMA, Agarwal P. 2019. A prediction approach for stock market volatility based on
time series data. IEEE Access 7:17287–17298.

IJntema W, Sangers J, Hogenboom F, Frasincar F. 2012. A lexico-semantic pattern language for
learning ontology instances from text. Journal of Web Semantics 15:37–50.

Jin Z, Yang Y, Liu Y. 2019. Stock closing price prediction based on sentiment analysis and LSTM.
Neural Computing and Applications 32:9713–9729.

Jovanoski D, Pachovski V, Nakov P. 2016. On the impact of seed words on sentiment polarity
lexicon induction. In: Proceedings of COLING 2016, the 26th International Conference on
Computational Linguistics: Technical Papers.

Jungermann F, Morik K. 2008. Enhanced services for targeted information retrieval by event
extraction and data mining. In: International Conference on Application of Natural Language to
Information Systems. Springer.

Kara Y, Boyacioglu MA, Baykan ÖK. 2011. Predicting direction of stock price index movement
using artificial neural networks and support vector machines: the sample of the istanbul stock
exchange. Expert Systems with Applications 38(5):5311–5319.

Kreutz T, Daelemans W. 2018. Enhancing general sentiment lexicons for domain-specific use. In:
Proceedings of the 27th International Conference on Computational Linguistics.

Kuttichira DP, Gopalakrishnan E, Menon VK, Soman K. 2017. Stock price prediction using
dynamic mode decomposition. In: International Conference on Advances in Computing,
Communications and Informatics (ICACCI). Piscataway: IEEE.

Li X, Wu P, Wang W. 2020. Incorporating stock prices and news sentiments for stock market
prediction: a case of Hong Kong. Information Processing & Management 57(5):102212.

Li X, Xie H, Chen L, Wang J, Deng X. 2014. News impact on stock price return via sentiment
analysis. Knowledge-Based Systems 69:14–23.

Li X, Xie H, Wang R, Cai Y, Cao J, Wang F, Min H, Deng X. 2016. Empirical analysis: stock
market prediction via extreme learning machine. Neural Computing and Applications 27(1):67–
78.

Usmani and Shamsi (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.490 33/36

http://dx.doi.org/10.7717/peerj-cs.490
https://peerj.com/computer-science/


Liang X, Ge Z, Sun L, He M, Chen H. 2019. LSTM with wavelet transform based data
preprocessing for stock price prediction. Mathematical Problems in Engineering 2019:1–8.

Lin X, Yang Z, Song Y. 2009. Short-term stock price prediction based on echo state networks.
Expert Systems with Applications 36(3):7313–7317.

Liu Q, Cheng X, Su S, Zhu S. 2018. Hierarchical complementary attention network for predicting
stock price movements with news. In: Proceedings of the 27th ACM International Conference on
Information and Knowledge Management.

Liu F, Wang J. 2012. Fluctuation prediction of stock market index by Legendre neural network
with random time strength function. Neurocomputing 83:12–21.

Liu S, Zhang X, Wang Y, Feng G. 2020. Recurrent convolutional neural kernel model for stock
price movement prediction. PLOS ONE 15(6):e0234206.

Long W, Lu Z, Cui L. 2019. Deep learning-based feature engineering for stock price movement
prediction. Knowledge-Based Systems 164:163–173.

Loughran T, McDonald B. 2011. When is a liability not a liability? Textual analysis, dictionaries,
and 10-Ks. The Journal of Finance 66(1):35–65.

Luss R, D’Aspremont A. 2015. Predicting abnormal returns from news using text classification.
Quantitative Finance 15(6):999–1012.

Mann J, Kutz JN. 2016. Dynamic mode decomposition for financial trading strategies.
Quantitative Finance 16(11):1643–1655.

Mejova Y, Srinivasan P. 2011. Exploring feature definition and selection for sentiment classifiers.
In: Fifth International AAAI Conference on Weblogs And Social Media.

Milosevic N. 2016. Equity forecast: predicting long term stock price movement using machine
learning. arXiv. Available at https://arxiv.org/abs/1603.00751.

Mourelatos M, Alexakos C, Amorgianiotis T, Likothanassis S. 2018. Financial indices modelling
and trading utilizing deep learning techniques: the ATHENS SE FTSE/ASE large cap use case. In:
2018 Innovations in Intelligent Systems and Applications (INISTA)IEEE.

Nassirtoussi AK, Aghabozorgi S, Wah TY, Ngo DCL. 2014. Text mining for market prediction: a
systematic review. Expert Systems with Applications 41(16):7653–7670.

Nassirtoussi AK, Aghabozorgi S, Wah TY, Ngo DCL. 2015. Text mining of news-headlines for
FOREX market prediction: a multi-layer dimension reduction algorithm with semantics and
sentiment. Expert Systems with Applications 42(1):306–324.

Naughton M, Kushmerick N, Carthy J. 2006. Event extraction from heterogeneous news sources.
In: Proceedings of the AAAI Workshop Event Extraction and Synthesis.

Nelson DM, Pereira AC, De Oliveira RA. 2017. Stock market’s price movement prediction with
LSTM neural networks. In: 2017 International Joint Conference on Neural Networks (IJCNN).
Piscataway: IEEE.

Nuij W, Milea V, Hogenboom F, Frasincar F, Kaymak U. 2013. An automated framework for
incorporating news into stock trading strategies. IEEE Transactions on Knowledge and Data
Engineering 26(4):823–835.

Ou P, Wang H. 2009. Prediction of stock market index movement by ten data mining techniques.
Modern Applied Science 3(12):28–42.

Pasupa K, Sunhem W. 2016. A comparison between shallow and deep architecture classifiers on
small dataset. In: 8th International Conference on Information Technology and Electrical
Engineering (ICITEE). Piscataway: IEEE.

Usmani and Shamsi (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.490 34/36

https://arxiv.org/abs/1603.00751
http://dx.doi.org/10.7717/peerj-cs.490
https://peerj.com/computer-science/


Patel J, Shah S, Thakkar P, Kotecha K. 2015. Predicting stock and stock price index movement
using trend deterministic data preparation and machine learning techniques. Expert Systems
with Applications 42(1):259–268.

Picasso A, Merello S, Ma Y, Oneto L, Cambria E. 2019. Technical analysis and sentiment
embeddings for market trend prediction. Expert Systems with Applications 135:60–70.

Rustam Z, Kintandani P. 2019. Application of support vector regression in indonesian stock price
prediction with feature selection using particle swarm optimisation.Modelling and Simulation in
Engineering 2019(4):1–5.

Schumaker RP, Chen H. 2009. Textual analysis of stock market prediction using breaking financial
news: the AZFin text system. ACM Transactions on Information Systems 27(2):1–19.

Sehgal V, Song C. 2007. Sops: stock prediction using web sentiment. In: Seventh IEEE
International Conference on Data Mining Workshops (ICDMW 2007). IEEE.

Setty DV, Rangaswamy T, Subramanya K. 2010. A review on data mining applications to the
performance of stock marketing. International Journal of Computer Applications 1(3):33–43.

Shahpazov VL, Velev VB, Doukovska LA. 2013. Design and application of Artificial neural
networks for predicting the values of indexes on the Bulgarian stock market. In: 2013 Signal
Processing Symposium (SPS). Piscataway: IEEE.

Singh J, Gupta V. 2017. A systematic review of text stemming techniques. Artificial Intelligence
Review 48(2):157–217.

Sumathy K, Chidambaram M. 2013. Text mining: concepts, applications, tools and issues-an
overview. International Journal of Computer Applications 80(4):29–32.

Sun J, Li H. 2012. Financial distress prediction using support vector machines: ensemble vs.
individual. Applied Soft Computing 12(8):2254–2265.

Symeonidis S, Effrosynidis D, Arampatzis A. 2018. A comparative evaluation of pre-processing
techniques and their interactions for twitter sentiment analysis. Expert Systems with Applications
110:298–310.

Tabares-Soto R, Orozco-Arias S, Romero-Cano V, Bucheli VS, Rodríguez-Sotelo JL, Jiménez-
Varón CF. 2020. A comparative study of machine learning and deep learning algorithms to
classify cancer types based on microarray gene expression data. PeerJ Computer Science 6:e270.

Taboada M, Brooke J, Tofiloski M, Voll K, Stede M. 2011. Lexicon-based methods for sentiment
analysis. Computational Linguistics 37(2):267–307.

Tanev H, Piskorski J, Atkinson M. 2008. Real-time news event extraction for global crisis
monitoring. In: International Conference on Application of Natural Language to Information
Systems. Springer.

Thakkar A, Chaudhari K. 2021. Fusion in stock market prediction: a decade survey on the
necessity, recent developments, and potential future directions. Information Fusion 65:95–107.

Ticknor JL. 2013. A Bayesian regularized artificial neural network for stock market forecasting.
Expert Systems with Applications 40(14):5501–5506.

Usmani S, Shamsi JA. 2020. News headlines categorization scheme for unlabelled data. In: 2020
International Conference on Emerging Trends in Smart Technologies (ICETST). IEEE.

Uysal AK, Gunal S. 2014. The impact of preprocessing on text classification. Information
Processing & Management 50(1):104–112.

Vargas MR, De Lima BS, Evsukoff AG. 2017. Deep learning for stock market prediction from
financial news articles. In: 2017 IEEE International Conference on Computational Intelligence
and Virtual Environments for Measurement Systems and Applications (CIVEMSA). Piscataway:
IEEE.

Usmani and Shamsi (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.490 35/36

http://dx.doi.org/10.7717/peerj-cs.490
https://peerj.com/computer-science/


Wang J, Wang J. 2015. Forecasting stock market indexes using principle component analysis and
stochastic time effective neural networks. Neurocomputing 156:68–78.

Wang J-Z, Wang J-J, Zhang Z-G, Guo S-P. 2011. Forecasting stock indices with back propagation
neural network. Expert Systems with Applications 38(11):14346–14355.

Wu J-L, Su C-C, Yu L-C, Chang P-C. 2012. Stock price predication using combinational features
from sentimental analysis of stock news and technical analysis of trading information. In:
International Proceedings of Economics Development and Research.

Yang Y, Liu X. 1999. A re-examination of text categorization methods. In: Proceedings of the 22nd
annual international ACM SIGIR conference on Research and development in information
retrieval. New York: ACM.

Yang Q, Wu X. 2006. 10 challenging problems in data mining research. International Journal of
Information Technology & Decision Making 5(4):597–604.

Yujun Y, Yimei Y, Jianhua X. 2020. A hybrid prediction method for stock price using LSTM and
ensemble EMD. Hindawi 2020:1–16.

Yun H, Sim G, Seok J. 2019. Stock prices prediction using the title of newspaper articles with
korean natural language processing. In: 2019 International Conference on Artificial Intelligence
in Information and Communication (ICAIIC). Piscataway: IEEE.

Zhai Y, Hsu A, Halgamuge SK. 2007. Combining news and technical indicators in daily stock
price trends prediction. In: Liu D, Fei S, Hou Z, Zhang H, Sun C, eds. Advances in Neural
Networks – ISNN 2007. ISNN 2007. Lecture Notes in Computer Science. Vol. 4493. Berlin:
Springer.

Usmani and Shamsi (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.490 36/36

https://peerj.com/computer-science/
http://dx.doi.org/10.7717/peerj-cs.490

	News sensitive stock market prediction: literature review and suggestions
	Introduction
	Survey methodology
	Generic methodology for news sensitive stock trend prediction
	Key concepts
	Literature review
	Discussion
	Open issues and research directions
	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


