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Abstract 84 

Organizations employ a growing volume of machine identities, often numbering in the thousands 85 
or millions per organization. Machine identities, such as secret cryptographic keys, can be used 86 
to identify which policies need to be enforced for each machine. Centralized management of 87 
machine identities helps streamline policy implementation across devices, workloads, and 88 
environments. However, the lack of protection for sensitive data in use (e.g., machine identities 89 
in memory) puts it at risk. This report presents an effective approach for overcoming security 90 
challenges associated with creating, managing, and protecting machine identities throughout 91 
their lifecycle. It describes a proof-of-concept implementation, a prototype, that addresses those 92 
challenges. The report is intended to be a blueprint or template that the general security 93 
community can use to validate and utilize the described implementation. 94 
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1 Introduction 181 

1.1 Purpose and Scope 182 

The purpose of this publication is to describe an effective approach for managing machine 183 
identities so that they are protected from malware and other security-related vulnerabilities. This 184 
publication first explains selected security challenges in creating, managing, and protecting 185 
machine identities throughout their lifecycle. It then describes a proof-of-concept 186 
implementation, a prototype, that was designed to address those challenges. The publication 187 
provides sufficient details about the prototype implementation so that organizations can 188 
reproduce it if desired. The publication is intended to be a blueprint or template that can be used 189 
by the general security community to validate and utilize the described implementation.  190 

The prototype implementation presented in this publication is only one possible way to solve the 191 
security challenges. It is not intended to preclude the use of other products, services, techniques, 192 
etc., that can also solve the problem adequately, nor is it intended to preclude the use of any 193 
cloud products or services not specifically mentioned in this publication.  194 

This publication builds upon the terminology and concepts described in NIST Interagency or 195 
Internal Report (IR) 8320, Hardware-Enabled Security: Enabling a Layered Approach to 196 
Platform Security for Cloud and Edge Computing Use Cases.1 Reading that report is a 197 
prerequisite for reading this publication because it explains the concepts and defines key 198 
terminology used in this publication.  199 

1.2 Terminology 200 

For consistency with related NIST reports, this report uses the following definitions for trust-201 
related terms:  202 

• Trust: “The confidence one element has in another that the second element will behave 203 
as expected.”2  204 

• Trusted: An element that another element relies upon to fulfill critical requirements on 205 
its behalf. 206 

1.3 Document Structure 207 

This document is organized into the following sections and appendices:  208 

• Section 2 discusses security challenges associated with creating, managing, and 209 
protecting machine identities.  210 

• Sections 3, 4, and 5 describe the stages of the prototype implementation: 211 

 

1  Bartock M, Souppaya M, Savino R, Knoll T, Shetty U, Cherfaoui M, Yeluri R, Malhotra A, Banks D, Jordan M, Pendarakis 
D, Rao JR, Romness P, Scarfone KA (2022) Hardware-Enabled Security: Enabling a Layered Approach to Platform 
Security for Cloud and Edge Computing Use Cases. (National Institute of Standards and Technology, Gaithersburg, MD), 
NIST Interagency or Internal Report (IR) 8320. https://doi.org/10.6028/NIST.IR.8320  

2  Polydys ML, Wisseman S (2009) Software Assurance in Acquisition: Mitigating Risks to the Enterprise. 
https://apps.dtic.mil/dtic/tr/fulltext/u2/a495389.pdf  

https://doi.org/10.6028/NIST.IR.8320
https://apps.dtic.mil/dtic/tr/fulltext/u2/a495389.pdf


NISTIR 8320C (DRAFT)  HARDWARE ENABLED SECURITY: 
  MACHINE IDENTITY MANAGEMENT AND PROTECTION 

2 

o Stage 0: performing enterprise machine identity management 212 
o Stage 1: protecting secret keys in-use by utilizing hardware-based confidential 213 

computing 214 
o Stage 2: bringing together machine identity management and protection of secret keys 215 

in-use 216 

• Appendix A provides an overview of the high-level hardware architecture of the 217 
prototype implementation. 218 

• Appendix B contains supplementary information provided by Venafi describing the 219 
components and the steps needed to set up the prototype for managing machine identities. 220 

• Appendix C contains supplementary information provided by Intel describing the 221 
components and the steps needed to set up the prototype for enabling hardware 222 
components for confidential computing with trusted execution enclaves.  223 

• Appendix D contains supplementary information explaining how the components are 224 
integrated with each other to provide runtime protection of machine identities. 225 

• Appendix E lists and defines acronyms and other abbreviations used in the document.  226 



NISTIR 8320C (DRAFT)  HARDWARE ENABLED SECURITY: 
  MACHINE IDENTITY MANAGEMENT AND PROTECTION 

3 

2 Challenges with Protecting Machine Identities 227 

Organizations employ a growing volume of machine identities, often numbering in the thousands 228 
or millions per organization. This demands centralized management. The centralized 229 
management of machine identities helps streamline policy implementation across devices, 230 
workloads, and environments. Proper policy management helps machine identities do their job of 231 
securing communication and preventing unauthorized access effectively. 232 

Machine identities come in many shapes and forms. Sometimes they are an implementation of 233 
X.509 certificates consisting of a public and private pair, where the private part, in the form of a 234 
secret key, should be always kept confidential. In other cases, the whole machine identity is 235 
represented by a secret key (e.g., application programming interface [API] key) that should be 236 
kept confidential through its entire lifecycle. If a secret key is compromised, that machine 237 
identity can be misused by malicious actors, bringing financial and reputational damage to an 238 
organization. Secret keys have long been a highly prized target in cyberattacks. 239 

Secret keys can be compromised because they are vulnerable in three situations: at rest, in 240 
transit, and in use. A highly discouraged yet popular practice is to store secret keys on the file 241 
system and rely on operating system (OS) provided controls such as file permissions for 242 
protection. A large number of OS-level vulnerabilities have been discovered, disclosed, and 243 
exploited to get secrets from restricted places in the file system. Secret keys can be protected 244 
with encryption, but this usually raises the problem of managing and protecting the encryption 245 
key. Essentially, this moves the problem from protecting one key to protecting another key. An 246 
effective way to protect secret keys at rest is to store them in an attached or network-based 247 
hardware security module (HSM). Protection of secret keys and sensitive data in general while in 248 
transit is a problem that the industry has successfully addressed with technologies like Transport 249 
Layer Security (TLS) and Internet Protocol Security (IPsec), which provide network channels 250 
that are protected against disclosure, malicious impersonation, and data tampering. 251 

One concern that has yet to be addressed is the lack of protection for sensitive data in use in 252 
memory, which is often at risk for memory targeting attacks such as memory scraping. The 253 
problem becomes worse as organizations move workloads to dynamic, multi-tenant, third-party 254 
cloud infrastructures that rely on large numbers of humans to operate and manage the hardware 255 
and software. Organizations that are especially active in the cloud will want to take extra care to 256 
safeguard their machine identities being used in memory. A machine identity management 257 
solution addresses the problems of lifecycle management for machine identities, such as TLS 258 
certificates and key pairs. But there is still some work to be done when it comes to protecting 259 
secret keys that are constantly used in memory to prove ownership of machine identities. 260 

The ultimate goal is to be able to use “trust” as a boundary for confidential computing to protect 261 
in-use machine identities. This goal is dependent on smaller prerequisite goals described as 262 
stages, which can be thought of as requirements that the solution must meet.  263 

• Stage 0: Enterprise Machine Identity Management. Security and automation for all 264 
machine identities in the organization should be a priority. A proper, enterprise-wide 265 
machine identity management strategy enables security teams to keep up with the rapid 266 
growth of machine identities, while also allowing the organization to keep scaling 267 
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securely. The key components of a typical enterprise-grade machine identity management 268 
solution are described in Section 3.  269 

• Stage 1: Secret Key In-Use Protection with Hardware-Based Confidential 270 
Computing. The confidential computing paradigm can be used to protect secret keys in-271 
use in dynamic environments. Section 4 describes the primary components of a 272 
confidential computing environment and illustrates a reference architecture 273 
demonstrating how its components interact. 274 

• Stage 2: Machine Identity Management and End-to-End Protection. Stage 0 275 
discusses how a machine identity can be managed and Stage 1 describes how sensitive 276 
information is protected in use in conjunction with confidential computing. Stage 2 is 277 
about the integration of the two so that machine identity management enables the 278 
prerequisites for confidential computing to be leveraged when the secret key is used at 279 
runtime. Section 5 describes how these components can be composed together to provide 280 
end-to-end protection for machine identities. 281 

Utilizing hardware-enabled security features, the prototype in this document strives to provide 282 
the following capabilities: 283 

• Centralized control and visibility of all machine identities  284 

• Machine identities intended to be as secure as possible in all major states: at rest, in 285 
transit, and in use in random access memory (RAM) 286 

• Strong access control for different types of machine identities in the software 287 
development lifecycle and DevOps pipeline 288 

• Machine identity deployment and use in DevOps processes, striving to be as secure as 289 
possible 290 
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3 Stage 0: Enterprise Machine Identity Management 291 

This section describes stage 0 of the prototype implementation: enterprise machine identity 292 
management. 293 

3.1 Solution Overview 294 

The foundation of machine identity management is built around the ability to achieve three 295 
important capabilities: visibility, intelligence, and automation. These capabilities must be 296 
available across all machine identities used by organizations today, and they should also be 297 
architected to support capabilities that organizations may use in the future. 298 
All machine identity management strategies must start with protecting the machine identities 299 
used today. These include:  300 

• TLS certificates: from load balancers to application servers and next-generation firewalls  301 

• Cloud-native environments: from Kubernetes to Istio, including new and emerging 302 
workloads  303 

• Internet of Things (IoT) and mobile: from enterprise mobility to cloud-based IoT 304 
platforms  305 

• Secure Shell (SSH) keys: from enterprise Linux infrastructure to cloud IaaS  306 

• Code signing certificates: from desktop applications to container registries 307 

Across all these types of machine identities, management should be powered by technology that 308 
consistently provides: 309 

• Visibility of every machine identity in use throughout the organization is paramount. 310 
Something cannot be secured if it is not known or is undiscoverable. To ensure a 311 
complete and accurate inventory, discovery of unknown machine identities must be 312 
enterprise-wide and include on-premises, virtual, cloud environments, and even IoT. 313 
Visibility should also provide continuous awareness of where, how, and why machine 314 
identities are being used across cloud and enterprise networks. 315 

• Intelligence should provide comprehensive and continually updated information about 316 
all machine identities. This level of intelligence is necessary to understand, communicate, 317 
and reduce levels of risk while increasing the speed of accessibility and deployment for a 318 
variety of audiences, including developers, security teams, and executives. 319 

• Automation should be built around accurate, automated processes that operate at 320 
machine speed and are tightly integrated. The goal of automation is to eliminate outages, 321 
errors, and vulnerabilities—especially within the wide range of APIs, open-source 322 
projects, and cloud-native environments being used today. 323 

Managing machine identities in modern organizations is an extremely complex task that involves 324 
multiple teams, software products, and platforms with highly efficient coordination between 325 
them. A proper, enterprise-wide machine identity management strategy enables security teams to 326 
keep up with the rapid growth of TLS machine identities, while at the same time allowing the 327 
organization to scale securely by using automation to minimize risks introduced by humans. An 328 
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effective and efficient machine identity management platform should be architected to integrate 329 
with many other software and systems that are part of machine identities’ lifecycles. 330 

3.2 Solution Architecture 331 

Figure 1 details a stage-0 implementation of a typical enterprise-grade machine identity 332 
management solution. The major functional components include the following, with the numbers 333 
corresponding to those shown in Figure 1: 334 

1. Inventory/Discovery: The first step to enterprise-wide machine identity management is 335 
the ability to discover all machine identities in use throughout the infrastructure, 336 
regardless of the platform or product where the machine identity is being used.  337 

2. Reporting/Analysis: Once a complete and accurate inventory is in place, analysis of the 338 
results gives the organization a clear picture of where vulnerabilities in machine identities 339 
may be present (small key sizes, weak algorithms, self-signed certificates, etc.). 340 

3. Enforce Policy: The next step is to create and enforce machine identity policies so that 341 
all newly issued and renewed machine identities are free of the vulnerabilities discovered 342 
in step 2.  343 

4. Assign Roles: The ability to enforce policy provides the core capabilities that security or 344 
public key infrastructure (PKI) teams need to support self-service for other teams in the 345 
organization, eliminating unnecessary bottlenecks caused by lengthy approval workflows. 346 

5. Automate Lifecycle: The final and arguably most important component is complete 347 
automation of the machine identity lifecycle. You should validate your automation to 348 
ensure it is configured correctly so that human intervention is not necessary at any point 349 
of the lifecycle—from initial creation to renewal, and finally provisioning to the end 350 
consumers of machine identities. 351 
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 352 

Figure 1 - Stage 0 Implementation: Typical Enterprise-Grade Machine Identity Management  353 
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4 Stage 1: Secret Key In-Use Protection with Hardware-Based Confidential 354 
Computing  355 

This section describes stage 1 of the prototype implementation: protecting secret keys in-use 356 
with hardware-based confidential computing. 357 

4.1 Solution Overview 358 

Attached and network-based HSMs and key file encryption protect secret keys at-rest and aim to 359 
secure transport channels such as TLS protect secret keys in-transit. However, secret keys are 360 
usually not protected when they are loaded into RAM for cryptographic processing. This is a gap 361 
in end-to-end secret key protection. Secret keys are targets for malicious agents when they are in 362 
RAM. Malware on the host can exploit vulnerabilities in the host management software (OS, 363 
hypervisor, firmware) to evade software protections. A malicious administrator can get hold of a 364 
secret key by taking a memory snapshot. Poor operational practices can also disclose the secret 365 
key without malicious intent: if a virtual machine (VM) snapshot contains a secret key that is not 366 
properly protected, malicious agents who get access to the VM snapshot can extract the key.  367 

Mechanisms to protect secret keys in-use exist. An attached or network-based HSM performs 368 
cryptographic processing inside the HSM3 where the private key is stored. Therefore, loading the 369 
key into RAM is not necessary. However, while this works in some deployments, it’s not suited 370 
for dynamic and multi-tenant environments such as public or private cloud and edge. In these 371 
environments, workloads can get scheduled on any host and using an HSM has additional 372 
operational and performance costs. A solution that works in these environments is desirable. This 373 
means a solution that does not require additional hardware, can scale if needed and, ideally, uses 374 
software configuration and deployment paradigms. 375 

The solution described in this document uses confidential computing to protect keys in-use. 376 
Confidential computing uses trusted execution environments (TEEs) to protect secrets from other 377 
software running on the host, including privileged software like the OS, hypervisor, and 378 
firmware. Software that operates on the secrets also runs in the TEE so that secrets never need to 379 
get loaded into regular RAM. TEEs provide isolated areas of execution.  380 

Programmable TEE implementations may support attestability, the ability for a TEE to “provide 381 
evidence or measurements of its origin and current state, so that the evidence can be verified by 382 
another party and—programmatically or manually—it can decide whether to trust code running 383 
in the TEE. It is typically important that such evidence is signed by hardware that can be 384 
vouched for by a manufacturer, so that the party checking the evidence has strong assurances that 385 
it was not generated by malware or other unauthorized parties.”4 The evidence can contain the 386 
public key part of an ephemeral public/private key pair generated inside the TEE.5 The relying 387 

 

3  See Section 7.5, “Protecting Keys and Secrets” in NIST IR 8320.  
4  Confidential Computing Consortium (2021) A Technical Analysis of Confidential Computing. 

https://confidentialcomputing.io/wp-content/uploads/sites/85/2021/03/CCC-Tech-Analysis-Confidential-Computing-V1.pdf  
5  The public key could also be communicated to the relying party separately and its hash included in the evidence. By 

checking that the hash of the public key and the hash in the evidence match, the relying party ensures that the public key has 
been generated inside a TEE. 

https://confidentialcomputing.io/wp-content/uploads/sites/85/2021/03/CCC-Tech-Analysis-Confidential-Computing-V1.pdf
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party can wrap secrets with the TEE public key6 before sharing them with the TEE. 388 
Considerations such as the freshness of the evidence and protection against replay attacks are 389 
TEE technology-dependent. 390 

Another problem that the solution addresses is provisioning the private key into the TEE. The 391 
provisioning cannot be done by the workload because the key would be exposed in RAM and 392 
possibly on disk as part of the configuration of the workload. This is solved by provisioning the 393 
workload not with the key itself but rather with a key identifier (ID). The workload passes the 394 
key ID to the adapter. The adapter could request the key transfer from a network HSM using the 395 
key ID. However, this would expose the key in cleartext in RAM. This is where TEE attestation 396 
comes in. The adapter requests TEE evidence from the TEE. The evidence contains the public 397 
key part of the public/private key pair generated inside the TEE. The adapter can now request the 398 
transfer of the private key from the network HSM using the TEE evidence to prove that the 399 
private key will be kept confidential in the TEE. Only the TEE can unwrap the workload private 400 
key since it has the private key corresponding to the public wrapping key. Now that the TEE has 401 
the private key, it can perform cryptographic operations requested by the workload, such as the 402 
operations involved in the TLS handshake.  403 

For more detailed information on confidential computing and the use of TEE, see Section 5.2, 404 
Application Isolation, of NIST IR 8320. 405 

4.2 Solution Architecture 406 

Figure 2 shows a detailed view of the interactions between the workload on the host and the 407 
TEE. It also shows the transfer of the private key from the network HSM. These are the 408 
components shown in Figure 2: 409 

• Client: Typically, a client needs to perform a TLS handshake with the workload. It can 410 
also be a client that requests a cryptographic operation from the workload involving the 411 
private key, such as the generation of a digital signature of a payload.  412 

• Workload: The workload performs cryptographic operations using the private key. The 413 
workload in this figure uses the Public Key Cryptography Standards 11 (PKCS 11) API 414 
and is configured with the key ID (like a PKCS#11 Uniform Resource Identifier [URI]). 415 
Other cryptographic APIs could be used.  416 

• TEE Adapter: This is a thin layer library that receives cryptographic API calls from the 417 
workload and relays them to the TEE over the communication protocol supported by the 418 
specific TEE technology. The TEE adapter hides the TEE communication details from 419 
the workload so that code changes are not necessary. When the workload wants to get a 420 
key handle to the private key using its key ID, the TEE adapter retrieves the private key 421 
from the network HSM after performing a TEE attestation and loads it into the TEE, 422 
which then returns a key handle. To perform the TEE attestation, the TEE adapter 423 
requests the TEE to generate TEE evidence. The TEE evidence contains the TEE 424 
measurement and the public key part of a TEE public/private key pair. The private key 425 

 

6  This can be done in two steps. First, a Software Wrapping Key (SWK) is generated by the relying party. The SWK is then 
wrapped with the TEE public key and sent to the TEE. The relying party can then share secrets with the TEE after wrapping 
them with the SWK. 
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returned by the network HSM is wrapped with the TEE public key. The TEE adapter 426 
cannot see the private key since it is wrapped.  427 

 428 

Figure 2 - Private Key Protection Flows 429 

• TEE: This is where the private key is stored at runtime and where cryptographic 430 
processing is done. Figure 2 shows SoftHSM as the cryptographic software running in the 431 
TEE. SoftHSM implements PKCS#11 in software.7 A solution that uses a cryptographic 432 
API other than PKCS#11 would need to implement this API in the TEE.  433 

• TEE Attestation and Network HSM Proxy: The private key should be released to the 434 
TEE only upon a successful TEE attestation. However, network HSMs are typically not 435 
TEE-aware. The TEE attestation and network HSM proxy acts as a proxy for the network 436 
HSM. It performs the TEE attestation verification, and the key retrieval request is passed 437 
on to the network HSM only if the verification is successful. Depending on the TEE 438 
technology, the TEE evidence verification could involve an interaction with online 439 
services managed by the TEE technology manufacturer. The private key in the network 440 
HSM must be wrapped with the TEE public key before it gets returned to the TEE. The 441 
private key wrapping by the TEE public key could be done in the TEE attestation and 442 

 

7  SoftHSM uses Openssl or Botan to perform the actual cryptographic operations. 



NISTIR 8320C (DRAFT)  HARDWARE ENABLED SECURITY: 
  MACHINE IDENTITY MANAGEMENT AND PROTECTION 

11 

network HSM proxy. If the private key wrapping by the TEE public key is done in the 443 
backend network HSM, the private key is only visible in the network HSM and the TEE. 444 
No other software, including privileged software, can see the private key. 445 

The private key transfer from a network HSM flow is triggered when a client interaction with the 446 
workload involves the private key. The workload instructs its cryptographic library (such as 447 
PKCS#11) to return a key handle passing the private key ID that it is configured with as input. 448 
The request from the workload is first received by the TEE adapter, which needs to transfer the 449 
private key from a network HSM. The TEE attestation and network HSM proxy (“proxy”) 450 
receives the request from the TEE adapter and challenges it to prove that the key will be 451 
protected in a TEE. The TEE adapter requests the generation of TEE evidence and sends it to the 452 
proxy. Upon successful verification of the TEE evidence, the proxy registers the TEE public key 453 
in the network HSM. The network HSM wraps the private key with the public key of the TEE 454 
and returns it to the proxy. The private key wrapping can also be done in the proxy, but this 455 
exposes the private key outside of the network HSM. The wrapped private key is returned to the 456 
TEE adapter, which loads it into the TEE and gets a key handle back. The key handle is then 457 
returned to the workload. From then on, all the cryptographic requests by the workload are just 458 
channeled to the TEE by the TEE adapter using the TEE communication protocol without any 459 
other processing. 460 

The following are notes on stage 1 for implementers: 461 

• The prototype description does not detail how components authenticate to other 462 
components and how authorization verification is done. For example, the proxy might 463 
want to authenticate and authorize the TEE adapter in addition to verifying the TEE 464 
evidence before giving access to the private key. Conversely, the TEE adapter must 465 
ensure that it is talking to an authenticated proxy. Authentication and authorization are 466 
implementation-dependent and can use any existing authentication and authorization 467 
mechanism such as certificates, API keys, or JavaScript Object Notation (JSON) Web 468 
Tokens (JWT). 469 

• Access control to the TEE is TEE technology-dependent and is not covered in this 470 
document.  471 

• The TEE in this solution might theoretically run on a different host. However, this 472 
introduces network latency that might not be acceptable in some deployments. 473 
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5 Stage 2: Machine Identity Management and End-to-End Protection 474 

This section describes stage 2 of the prototype implementation, which brings together the stage 0 475 
and stage 1 prototypes. 476 

5.1 Solution Overview 477 

In-use secret key protection with hardware-based confidential computing provides a level of 478 
protection that is not available from traditional machine identity management solutions. In 479 
dynamic and multi-tenant environments such as public or private cloud and edge, secret key 480 
protection typically relies on software controls. Software controls can be circumvented by 481 
malicious agents because of vulnerabilities in the software, a malicious administrator, or poor 482 
operational procedures. On the other hand, confidential computing protects sensitive data such as 483 
secret keys with hardware-based mechanisms that are supported by the CPU. This allows the 484 
hardware-based protection of secret keys. 485 

5.2 Solution Architecture 486 

Figure 3 shows the high-level architecture of the prototype. There are two distinct workflows in 487 
the figure: the configuration and provisioning flows are depicted by the gray dashed lines, and 488 
the runtime flows are depicted by the green dotted lines. 489 

 490 

Figure 3 - High-Level Prototype Architecture 491 

The following steps detail the configuration and provisioning flows: 492 
1. An administrator who is responsible for a machine identity connects to the machine 493 

identity management platform and provisions the TEE-enabled application server in the 494 
machine identity management internal database. The administrator enters all the TEE-495 
enabled application server configuration information such as the access credentials and 496 
policies. Note: An example of a policy is the time interval after which the TEE-enabled 497 
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application server public/private key pair and the corresponding X.509 certificate must be 498 
regenerated. 499 

2. When it is time to regenerate the key pair and X.509 certificate, the machine identity 500 
management platform generates a new key pair, with the private key encrypted by a 501 
database master encryption key (DB MEK) in an attached or network-based HSM. The 502 
private key is then pushed to the attestation and secure key storage component over a 503 
secure TLS channel where it gets protected in a number of ways. 504 

a. By default, the private key is stored on the file system of the Attestation and Key 505 
Storage Service (not recommended). 506 

b. The private key is stored in a backend KMS via the KMIP integration of the 507 
Attestation and Key Storage Service (recommended). 508 

3. The machine identity management platform generates a certificate signing request (CSR) 509 
and requests an X.509 certificate from a certificate authority (CA). A TLS X.509 510 
certificate is returned. 511 

4. The machine identity management platform provisions the TLS X.509 certificate and the 512 
private key ID (not the private key) on the TEE-enabled application server. 513 

The following steps detail the runtime flows: 514 
1. At runtime, when the TEE-enabled application server needs to prove its identity to a 515 

client, it transfers the secret key into the TEE. This triggers the generation of the TEE 516 
evidence. 517 

2. The TEE evidence contains a public wrapping key that is generated inside the TEE. The 518 
TEE-enabled application server sends the evidence along with the private key ID to the 519 
attestation and secure key storage. 520 

3. The attestation and secure key storage verifies the evidence, possibly using an online 521 
verification service managed by the TEE technology manufacturer. 522 

4. If the verification is successful, the secret key is wrapped with the TEE wrapping public 523 
key and returned to the TEE-enabled application server. 524 

5. Now the secret key is provisioned and unwrapped in the TEE. The TEE-enabled 525 
application server can perform cryptographic operations such as a TLS handshake with 526 
the secret key stored in the TEE. 527 
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Appendix A—Hardware Architecture 528 

This appendix provides an overview of the high-level hardware architecture of the prototype 529 
implementation. 530 

The prototype implementation is comprised of four servers that reside in geographically separate 531 
locations. Three of the servers, the administration and lifecycle management components, are in 532 
a NIST lab connected to an Intel lab via an IPsec virtual private network (VPN). The 533 
administration and lifecycle management servers deployed as VMs in the NIST lab are: 534 

1. Windows Server 2019 with Active Directory, Domain Name System (DNS), and CA 535 
roles installed 536 

2. Windows Server 2019 with Venafi Trust Protection Platform solution and Intel® 537 
Software Guard Extensions (SGX) plugin installed 538 

3. Red Hat Enterprise Linux (RHEL) 8 server with Intel® Security Libraries (ISecL) 539 
installed 540 

The fourth server is in the Intel lab. It is running RHEL and it has an Intel SGX-enabled chipset 541 
to protect key material. 542 

The prototype implementation network is a flat management network for the Venafi components 543 
and Intel compute server. Figure 4 shows the high-level architecture of how the four servers in 544 
the prototype are connected. 545 

 546 

Figure 4 - Prototype Architecture 547 

Appendix B provides additional details for installing and configuring the Venafi Trust Protection 548 
Platform components of this prototype. Appendix C explains how to enable the Intel SGX 549 
feature and describes how it provides protection for sensitive information. 550 
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Appendix B—Venafi Machine Identity Management Implementation 551 

This appendix contains supplementary information describing the components and the steps 552 
needed to set up the prototype implementation for Venafi Trust Protection Platform. 553 

Table 1 lists the virtual hardware requirements for Venafi Trust Protection Platform. For more 554 
detailed information, use Venafi Customer Support credentials to log in and see the Venafi 555 
Installation and Upgrade guide at 556 
https://docs.venafi.com/Docs/current/TopNav/Content/Install/r-install-SysReq-557 
ALLVenProducts.php?tocpath=Get%20Started%7CInstallation%20and%20Upgrade%20Guide558 
%7C_____1. 559 

Table 1 - Trust Protection Platform VM Requirements 560 

Feature Requirement 

Processor 4 processing cores 

Memory 16 GB RAM 

Disk space for the 
Trust Protection 
Platform application 

5 GB (NOTE: The Trust Protection Platform application can be installed on a secondary 
partition.) 

Disk space for SQL 
database 50 GB (Microsoft SQL Server versions 2019, 2017, and 2016 SP2 are supported) 

OS 

Microsoft Windows Server 2016 and 2019 are supported. Trust Protection Platform only 
supports English Language Installation Media from Microsoft. While it does support region 
setting configurations to ensure that date and times appear correctly, the Windows servers 
on which you install Trust Protection Platform must be derived from Windows English 
installation media. 

 
The Venafi Configuration Console is built upon the Microsoft Management Console (MMC) 561 
Framework. Some of the nodes, such as the Venafi Event Viewer and Venafi Code Signing, are 562 
snap-ins that can be installed on other Windows servers and workstations, even if they are not set 563 
up to be Venafi servers. If you plan to leverage this functionality, it can only be installed on 564 
Windows systems that meet the following requirements: 565 

• .NET 4.7.2 or greater 566 
• Windows 8.1 or later 567 
• Windows MS SQL 2016 SP2 or later 568 

In order to download the latest version of Venafi Trust Protection Platform, perform the 569 
following steps: 570 

1. Navigate to https://download.venafi.com and log in with your Venafi Customer Support 571 
credentials. If your account does not have access to the downloads site, and you think it 572 
should, please contact Venafi Customer Support. If you don't have an account, you can 573 
register at https://success.venafi.com/signin/register. 574 

2. Expand the Trust Protection Platform group, then expand Current. 575 

https://docs.venafi.com/Docs/current/TopNav/Content/Install/r-install-SysReq-ALLVenProducts.php?tocpath=Get%20Started%7CInstallation%20and%20Upgrade%20Guide%7C_____1
https://docs.venafi.com/Docs/current/TopNav/Content/Install/r-install-SysReq-ALLVenProducts.php?tocpath=Get%20Started%7CInstallation%20and%20Upgrade%20Guide%7C_____1
https://docs.venafi.com/Docs/current/TopNav/Content/Install/r-install-SysReq-ALLVenProducts.php?tocpath=Get%20Started%7CInstallation%20and%20Upgrade%20Guide%7C_____1
https://download.venafi.com/
https://support.venafi.com/hc/en-us/requests/new
https://success.venafi.com/signin/register
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3. In each folder inside the Current folder, download the zip file. 576 
Note: The “dot zero” version is the full installation and includes all the files necessary to 577 
run the system. Any higher “dot” versions are patches and only contain updated files, not 578 
the entire package. Therefore, you need to install the full version before you can install 579 
any patches. All patches are cumulative, so an x.1.2 patch includes the files from the 580 
x.1.1 patch. 581 

4. Store the zip file(s) in your software repository, if applicable. 582 
5. Copy the installer (and any patch) to each of the Venafi servers. 583 
6. Run the Windows installer to have Trust Protection Platform installed on the system. 584 
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Appendix C—Intel In-Use Secret Key Protection Implementation 585 

This appendix contains supplementary information describing the components and the steps 586 
needed to set up the prototype implementation for enabling hardware components for Intel-based 587 
confidential computing. 588 

The prototype uses the Intel SGX as the confidential computing technology to help protect secret 589 
keys in-use. Intel SGX uses hardware-based memory encryption to isolate specific application 590 
code and data in memory. Intel SGX allows user-level code and data to run in private regions of 591 
memory, called enclaves (Intel SGX enclaves are TEEs). Enclaves are designed to be protected 592 
from other workloads, including those running at higher privilege levels. Intel SGX enclaves are 593 
loaded by workloads as shared libraries. The communication between a workload and an Intel 594 
SGX enclave uses dedicated Intel instructions called eCalls. The Intel SGX enclave can invoke 595 
external code using dedicated Intel instructions called oCalls. Figure 5 shows the isolation of 596 
Intel SGX enclaves in a host. 597 

 598 

Figure 5 - Intel SGX Enclave 599 

Intel SGX attestation allows a remote relying party to verify that an SGX enclave is genuine. 600 
This is achieved by generating enclave attributes using the Intel SGX software development kit 601 
(SDK) during the enclave build time. Intel SGX attributes include the enclave signer 602 
(MRSigner), the measurement (MREnclave, a fingerprint of the enclave code and initial data), 603 
and the ID. At runtime, a remote relying party can request the generation of evidence (called a 604 
quote in Intel SGX) containing these same attributes and compare them against those generated 605 
by the SDK. An Intel SGX quote also contains the patch levels of the firmware and the Intel 606 
SGX supporting software, which the relying party can use to determine if the Intel SGX enclave 607 
can be trusted. An Intel SGX quote also contains any data that the enclave wants to share with 608 
the relying party. Intel SGX quotes are signed by a verifiable Intel key, so the relying party has 609 
the assurance that the attributes’ values are authentic.  610 



NISTIR 8320C (DRAFT)  HARDWARE ENABLED SECURITY: 
  MACHINE IDENTITY MANAGEMENT AND PROTECTION 

18 

To enable the remote attestation of Intel SGX enclaves, the host must register to Intel online 611 
services and get provisioned with an Intel SGX signing certificate called a provisioning 612 
certification key (PCK) certificate. This must be completed before Intel SGX enclaves are loaded 613 
on the host.  614 

Intel Secure Key Caching (SKC) is an implementation of the private key protection in-use using 615 
Intel SGX. SKC is a library that wraps an implementation of the PKCS#11 interface in an Intel 616 
SGX enclave. When a workload requests a key via its PKCS#11 URI, SKC retrieves the key 617 
from a remote key management system (KMS) after attestation. Intel SKC is open source: 618 
https://github.com/intel-secl/docs/blob/master/README.md#secure-key-caching. 619 

The prototype has been implemented using an Intel Mehlow (E3) Server procured from 620 
Supermicro, which is Intel SGX-enabled.  621 

The following steps illustrate how to enable SGX on the Supermicro Mehlow server in the Basic 622 
Input/Output System (BIOS): 623 

1. From the first Screen in the BIOS, choose Enter Setup. 624 
2. Under the Advanced tab, select Chipset Configuration. 625 
3. Next, select System Agent (SA) Configuration. 626 
4. Finally, enable Intel SGX as shown in Figure 6.  627 

https://github.com/intel-secl/docs/blob/master/README.md#secure-key-caching
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 628 

Figure 6 - BIOS Enable SGX 629 

Refer to the vendor specifications and Intel SGX configuration steps if the Mehlow server is 630 
procured from another vendor. 631 

The prototype can also work on Intel Xeon SP-based platforms. Intel SGX configuration for 632 
these platforms is detailed in https://cdrdv2.intel.com/v1/dl/getContent/632236. 633 

 

https://cdrdv2.intel.com/v1/dl/getContent/632236
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Appendix D—Machine Identity Runtime Protection and Confidential Computing 634 
Integration 635 

This appendix contains supplementary information explaining how the components are 636 
integrated with each other to provide runtime protection of machine identities. 637 

D.1 Solution Overview 638 

Integrating the Venafi Trust Protection Platform with Intel SGX provides an alternative for 639 
managing the last mile of machine identity lifecycles that helps elevate end-to-end protection 640 
with ease and sustainability. The integrated solution helps avoid abuse and compromise of 641 
machine identities not only at rest or in transit, but also when they are inevitably in use in RAM, 642 
especially in untrusted environments such as public cloud.  643 

Figure 7 shows the major difference between this solution (right) and the status quo (left). With 644 
app servers running on Intel SGX-enabled machines, the design strives to deprive the attacker of 645 
the ability to capture the secret key—even when it is used at runtime in memory. 646 

 647 

Figure 7 - Machine Identity Secret Key Protection by Intel SGX at Runtime 648 

In terms of hardware, the Intel SGX-enabled server is not all that different from a regular server 649 
equipped with Intel CPUs in all other aspects of the computing. These servers are as general-650 
purpose as the computing machines used by enterprise businesses in their data centers. They 651 
support the same OSs such as RHEL, CentOS, and other variations of Linux.  652 

While Intel SGX servers are designed for general computing purposes with added security 653 
enclave capability, they can also be seamlessly extended to protect machine identities. The 654 
Venafi collaboration with Intel SGX helps to eliminate any exposure of the secret key through 655 
the full lifecycle of a machine identity with little to no management or operational overhead or 656 
cost.  657 
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Figure 8 shows a typical deployment of the solution. Venafi Trust Protection Platform 658 
deployment and configurations are unchanged. The Intel SKC service can be run on the same 659 
server Trust Protection Platform runs on, or it can be run on an independent server. Trust 660 
Protection Platform and the SKC service will be connected through standard authentication 661 
protocols. From the perspective of the app server, a few lines of change to the app server 662 
configuration are the only modifications required. 663 

 664 

Figure 8 - End-to-End Machine Identity Lifecycle Management Platform  665 

D.2 Solution Architecture 666 

Trust Protection Platform can generate keys directly on the managed server, or it can generate 667 
them within the platform and copy them to the managed server. With the SKC integration, 668 
another flow is supported. Keys can be generated and stored in the Trust Protection Platform 669 
SKC extension, and applications that use these keys can retrieve them at runtime from the Trust 670 
Protection Platform SKC extension after proving that the key will be protected in an SGX 671 
enclave. The proof is a verifiable SGX quote. The SGX-backed key retrieval from the Trust 672 
Protection Platform SKC extension is done by the SKC library that client applications link with. 673 
From the client application’s perspective, the SKC library is a PKCS#11 module, which is a 674 
popular mechanism to protect keys in an HSM. However, unlike HSMs, the SKC solution does 675 
not require separate hardware if the application runs on an Intel platform with SGX enabled. This 676 
high-level integration is depicted in Figure 9.  677 
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 678 
Figure 9 - High-Level View of the Trust Protection Platform and SKC Integration 679 

The Trust Protection Platform SKC extension is a Red Hat server or VM where SKC 680 
components will run. Trust Protection Platform communicates with the Trust Protection Platform 681 
SKC extension via SSH for installation and configuration and by using Representational State 682 
Transfer (REST) API calls at runtime. The connection between the Trust Protection Platform 683 
SKC extension and Intel is required to verify the SGX quote that the SKC library presents to 684 
prove that the key will be protected in an SGX enclave. Figure 10 shows the communication 685 
flows between SKC, Trust Protection Platform, and CA. 686 
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 687 

Figure 10 - Communication Flows between SKC, Trust Protection Platform, and CA 688 

D.3 Installation and Configuration 689 

Venafi provides a reference build of Intel’s open-source project iSecL (v3.5) as well as a 690 
proprietary Venafi implementation of an adaptable driver that facilitates the automated and 691 
streamlined installation and configuration of the reference build. This integration is released with 692 
the March 24, 2021 version of Intel Security Libraries for Data Center (Intel SecL-DC) iSecL 693 
v3.5. For details regarding iSecL, please visit https://github.com/intel-secl/intel-secl. The Venafi 694 
Intel SGX Adaptable Driver provides a reference implementation of Intel iSecL v3.5 compatible 695 
with Venafi Trust Protection Platform 20.4+ and Intel 3rd Generation Xeon SP servers such as 696 
IceLake. 697 

The following prerequisites must be met for a successful deployment. 698 

• Venafi Trust Protection Platform - Trust Protection Platform instance runs on a 699 
Windows Server. Windows Server 2016 or later is recommended. 700 

• Intel SGX Server - An application (e.g., web application) that consumes the machine 701 
identity runs on this SGX-enabled IceLake server. RHEL 8.0 or later is recommended. 702 

• Intel SKC Server - A set of Intel SKC services (part of the iSecL libraries) runs on a 703 
web server. RHEL 8.0 or later is recommended. 704 

• Network Access - Venafi Trust Protection Platform needs to have access to the Internet. 705 
The Intel SGX and SKC servers need to have both outbound and inbound network 706 
access. 707 

• License - Servers run RHEL 8.0 or later with a valid activated subscription license.  708 

https://github.com/intel-secl/intel-secl/releases/tag/v3.5.0
https://github.com/intel-secl/intel-secl/releases/tag/v3.5.0
https://github.com/intel-secl/intel-secl
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The following items describe the steps performed on each component to integrate them into a 709 
complete solution: 710 

1. Intel SGX Enabled Application Server Setup 711 
a. Enable SGX in BIOS. 712 
b. Install and configure the web server (e.g., NGINX) and web application or other 713 

types of customer applications as you would on a general server machine. 714 
2. Intel SKC Server Setup 715 

a. Ensure a Linux OS is running, preferably RHEL 8.0 or later with the latest 716 
updates installed.  717 

3. Venafi Trust Protection Platform Setup 718 
a. This document assumes familiarity with Venafi Trust Protection Platform. The 719 

official installation guide is accessible at https://docs.venafi.com/   720 
4. Adaptable Drive Installation 721 

a. Download the Intel SGX driver from the Venafi Marketplace 722 
(marketplace.venafi.com). The direct link to the driver is 723 
https://marketplace.venafi.com/details/venafi-adaptable-driver-for-intel-sgx/.  724 

b. There are two PowerShell files: “NGINX Secured by Intel SGX.ps1” and 725 
“Deploy Intel SGX Software.ps1”. 726 

i. Copy “Deploy Intel SGX Software.ps1” to the <Venafi 727 
Home>\Scripts\AdaptableWorkflow directory on all Trust Protection 728 
Platform UI and provisioning servers. 729 

ii. Copy “NGINX Secured by Intel SGX.ps1” to the <Venafi 730 
Home>\Scripts\AdaptableApp directory on all Trust Protection Platform 731 
UI and provisioning servers. 732 

c. Both PowerShell scripts depend on Posh-SSH for SSH client operations. It should 733 
be installed automatically when the script is invoked but in the event it is not, you 734 
may need to install it manually as described below: 735 

i. Download zip from https://github.com/darkoperator/Posh-SSH/releases. 736 
ii. Right-click to ensure Windows isn’t blocking the file (General tab). 737 

iii. Unzip it on your Trust Protection Platform server. 738 
iv. Move the directory to 739 

C:\Windows\system32\WindowsPowerShell\v1.0\Modules. 740 
v. Rename the directory to “Posh-SSH”. 741 

5. Policy Creation 742 
a. Log into the Trust Protection Platform Web Administration (“WebAdmin”) 743 

console. 744 
b. Navigate to the Identity tree, create a new local user (service account) to be used 745 

exclusively by this integration, and grant it Master Admin rights. 746 

https://docs.venafi.com/
https://marketplace.venafi.com/details/venafi-adaptable-driver-for-intel-sgx/
https://github.com/darkoperator/Posh-SSH/releases
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c. Navigate to the Workflow tree and create a new Reason Code called 747 
“START_OF_PROVISIONING”. 748 

d. Navigate back to the Policy tree and create a policy folder for your SGX-enabled 749 
applications called “SGX Apps”. 750 

e. Select the “SGX Apps” policy folder and choose Applications > Adaptable. 751 
Assign “NGINX Secured by Intel SGX” for the PowerShell Script, and enter 752 
defaults for the Certificate File, NGINX Config File, and Restart NGINX Service. 753 
Other mandatory fields will be auto-populated. 754 

f. In the “SGX Apps” policy folder, create three credential objects, one each for: 755 
i. master admin local user 756 

ii. SSH credentials for the SKC server  757 
iii. SSH credentials for the NGINX server 758 

g. Also in the “SGX Apps” policy folder, create an Adaptable Workflow object 759 
called “Deploy Intel SGX Software” with the settings as shown in Figure 11: 760 

 761 

Figure 11 - Create Venafi Adaptable Workflow Object 762 

h. Select the “SGX Apps” policy folder, choose Settings > Workflow, and then add 763 
“Deploy Intel SGX Software” to the Applied Workflows. 764 
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6. New Machine Identity Creation 765 
a. Create a device object for the NGINX server, supplying its IP address or DNS-766 

resolvable hostname, and assign the applicable credential object created earlier. 767 
b. Under the device object, create an Adaptable application object with Enable 768 

Debug Logging enabled to help verify everything is OK the first time. 769 
c. Under the Adaptable application object, create a certificate object, setting the 770 

Management Type to Provisioning and assigning a Common Name and Subject 771 
Alternative Names. Typically, other certificate and key settings are specified by 772 
policy and inherited. This includes the CA. If not assigned by policy, they must be 773 
assigned to the certificate object. 774 

d. Select the certificate object and click the Renew Now button. The Trust 775 
Protection Platform will generate a new key pair and enroll the certificate using 776 
the assigned CA, but provisioning will fail at Stage 800. This is expected and 777 
allows the “Deploy Intel SGX Software” script to create other credential objects 778 
that are required, including the five specified by the Credential Name fields on the 779 
“Deploy Intel SGX Software” workflow object and three that are for internal use 780 
only (marked as “DO NOT MODIFY”). 781 

e. Update the following newly created credential objects with appropriate values: 782 
i. Intel Provisioning API Key - Authorizes the SKC server to use SGX 783 

ii. SKC Installation Admin Creds - Master admin for the SKC installation 784 
process 785 

iii. AAS Administrator Creds - Administrator credentials for the 786 
authentication service 787 

iv. SKC Key Consumer Creds - Used by the library on the managed server  788 
v. Venafi Marketplace Creds - Used to log into the Venafi Marketplace to 789 

download dependencies 790 
7. Machine Identity Provisioning to Target Application 791 

a. Return to the certificate object and click the Retry button. This time, processing 792 
will do the following: 793 

i. Install the SKC software on the SKC server. 794 
ii. Install the SKC client library and SGX agent on the NGINX server. 795 

iii. Provision the private key to the Secure Key Cache. 796 
iv. Provision the certificate and CA chain to the NGINX server. 797 
v. Update the NGINX configuration to reference the SKC-based private key. 798 

b. Restart the NGINX service (if the Adaptable Application is configured to do so). 799 
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Appendix E—Acronyms and Other Abbreviations 800 

Selected acronyms and abbreviations used in the report are defined below. 801 

API Application Programming Interface 

BIOS Basic Input/Output System 

CA Certificate Authority 

CPU Central Processing Unit 

CSR Certificate Signing Request 

DB MEK Database Master Encryption Key 

DNS Domain Name System 

FOIA Freedom of Information Act 

GB Gigabyte 

HSM Hardware Security Module 

ID Identifier 

IoT Internet of Things 

IP Internet Protocol 

IPsec Internet Protocol Security 

IR Interagency or Internal Report 

ISecL Intel Security Libraries 

IT  Information Technology 

ITL Information Technology Laboratory 

JSON JavaScript Object Notation 

JWT JSON Web Token 

KMS Key Management System 

MMC Microsoft Management Console 

NIST  National Institute of Standards and Technology 

OS Operating System 

PCK Provisioning Certification Key 

PKCS Public Key Cryptography Standards 

PKI Public Key Infrastructure 
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RAM Random Access Memory 

REST Representational State Transfer 

RHEL Red Hat Enterprise Linux 

SA System Agent 

SDK Software Development Kit 

SGX (Intel) Software Guard Extension 

SKC (Intel) Secure Key Caching 

SP  Special Publication, Scalable Processor 

SP2 Service Pack 2 

SSH Secure Shell 

SWK Software Wrapping Key 

TB Terabyte 

TEE Trusted Execution Environment 

TLS Transport Layer Security 

TPM Trusted Platform Module 

URI Uniform Resource Identifier 

VM Virtual Machine 

VPN Virtual Private Network 

 802 
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