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Abstract—Catalyzed by the popularity of blockchain technol-
ogy, there has recently been a renewed interest in the design,
implementation and evaluation of decentralized systems. Most
of these systems are intended to be deployed at scale and in
heterogeneous environments with real users and unpredictable
workloads. Nevertheless, most research in this field evaluates
such systems in controlled environments that poorly reflect
the complex conditions of real-world environments. In this
work, we argue that deployment is crucial to understanding
decentralized mechanisms in a real-world environment and an
enabler to building more robust and sustainable systems. We
highlight the merits of deployment by comparing this approach
with other experimental setups and show how our lab applied
a deployment-first methodology. We then outline how we use
Tribler, our peer-to-peer file-sharing application, to deploy and
monitor decentralized mechanisms at scale. We illustrate the
application of our methodology by describing a deployment
trial in experimental tokenomics. Finally, we summarize four
lessons learned from multiple deployment trials where we
applied our methodology.

Index Terms—Decentralized Systems, Research Methodol-
ogy, Experimental Setups, System Failures.

I. INTRODUCTION

The scale and complexity of distributed systems have
increased tremendously since the field’s inception. We live
in an era of complex ultra-large-scale networks characterized
by the number of participating nodes and by high het-
erogeneity, flexibility, non-trivial social dependencies, and
emergent properties [3], [11], [25]. Ensuring the proper
functioning, deployment, monitoring and maintenance of
such systems requires system designers to obtain insights
into their performance and correctness. Given the scale
and unpredictability of such systems, obtaining engineering
insights presents unique challenges for researchers and de-
velopers.

Decentralized blockchain applications embody the charac-
teristics of complex ultra-large-scale networks [2], [24]. At
the same time, the costs of failures in these applications are
very high due to built-in financial mechanisms [29]. Though
realistic experimental setups such as testnets aim to address
these challenges to a degree, properly testing and evaluating
such systems remains a challenging endeavour [5].

The mainstream paradigm in distributed systems research
is a top-down design that focuses on predicting performance,
failures and limitations through experimentation in con-
trolled environments. These experiments usually are carried
out as simulations or emulations informing researchers’
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design choices [4]. An empirical study of failures can
provide invaluable insights into different types of distributed
systems [12], [13], [26]. Detection of events that make
a system fail to operate according to its specifications -
detection of failures - is often a critical task in distributed
systems given complex interdependencies [17].

However, empirical experimentation, guided by workloads
extracted from a deployed system, is uncommon in academic
research [4]. Mature research methodologies with an em-
phasis on deployment are still missing even in empirically-
driven fields of distributed systems research, for example,
blockchain applications [18].

We address this gap by presenting our deployment-first
methodology for designing and evaluating decentralized
systems.1 We specifically focus on findings that can be
obtained from the study of failures after the deployment. Our
methodology is based on nearly two decades of experience
developing the Tribler software [8], [22], [28], serving
as infrastructure for deploying and evaluating decentral-
ized mechanisms at scale. We demonstrate that while the
deployment-first research methodology can be demanding
in terms of time investment, additional insights obtained
are worth this time investment. A nuanced evaluation of
trade-offs between different experimental setups is also
instrumental in designing research methodologies.

In summary, this work makes the following contributions:

1) We compare different experimental setups and high-
light the merits of deployment as a critical step in the
research methodology when building and evaluating
distributed systems (Section II).

2) We formulate our deployment-first research method-
ology to evaluate decentralized mechanisms at scale
(Section III). We also describe how we use Tribler,
our decentralized file-sharing application and research
vehicle for conducting large-scale deployment trials.

3) We illustrate how we applied our research methodol-
ogy to obtain unique insights in a complex use case on
tokenomics in decentralized networks (Section III-B).

4) Based on our experiences with our methodology, we
summarize four lessons we learned (Section III-C).

1The scope of this paper is primarily limited to decentralized systems.
However, some of these insights could be relevant to a wider field of
distributed systems.
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1. Mechanism

Design

2. Software

Implementation

3. Experiments
(in controlled

environment)

5. Deployment

and


Monitoring

4. refine Most research

ends at this step

Fig. 1. The standard research methodology to design, build, evaluate and deploy decentralized systems.

II. THE STATUS QUO OF DECENTRALIZED SYSTEMS
EXPERIMENTS

This work argues that deployment experiments are es-
sential to build robust decentralized mechanisms. We first
describe the standard methodology to research distributed
systems and then outline the merits of deployment as part
of the research methodology.

A. Standard Research Methodology

Figure 1 shows the standard research methodology to
design, build, evaluate, and deploy decentralized systems.
This research methodology is based on reports in the
fields’ literature [4], [14], [15], on discussions with other
researchers, and our own experiences. The following five
steps describe this methodology:

1) Mechanism Design. A researcher starts by designing
a particular mechanism. Research with an exclusive
focus on understanding theoretical models is usually
limited to this step [4].

2) Software Implementation. The researcher then works
on a software implementation of the designed mech-
anism. Assuming that the original design was well-
executed, the implementation phase should not result
in significant changes to the original models. As such,
we left out this feedback loop from Figure 1.

3) Experiments. With the implementation, the researcher
conducts experiments in an environment controlled by
the analyst, e.g., on a local computer or a compute
cluster. These experiments usually aim to verify the
implementation’s correctness and quantify system met-
rics, e.g., scalability and fault tolerance.

4) Refining The Design Using Experimental Results.
Based on the experimental results obtained in the
previous step, the researcher updates the mechanism
design, updates the accompanying implementation and
re-runs experiments. For instance, an experiment re-
vealing that a particular design has low scalability
(e.g., in the number of participants the system can
support) might require the researcher to identify bot-
tlenecks in the mechanism and resolve them.

5) Deployment and Monitoring. The researcher can
deploy the algorithm in a real-world setting after the
experiments are finished. The deployed software will
likely be continuously monitored to detect failures or
anomalies.

Most academic research does not further test and evaluate
their mechanisms using deployment and ends at step (4)

[4]. This is not unexpected since local experiments usually
suffice to prove the mechanism’s trade-offs, correctness
or performance to a scientific community. As such, the
time investment and resource costs do not justify the need
for deployment.2 We argue, however, that trade-offs and
limitations associated with the usage of experimental setups
to evaluate decentralized systems are more nuanced.

B. The Merits of Deployment
We start by comparing the trade-offs between different

experimental setups used to evaluate decentralized systems.
Based on our literature research, we choose to compare the
following four experimental setups:

1) A simulation is a model of an application tested on a
model of an environment;

2) An emulation is an application that runs in an envi-
ronment where some parts of it are modelled;

3) A testnet is an application that is deployed on multiple
machines run by researchers or volunteer testers;

4) A real-world deployment is an application that end
users run on their machines.

We compare in Table I eight different properties of these
experimental setups and briefly discuss them below.

Costs of experiments. It is not always feasible to rep-
resent the costs of experiments in commensurable scales.
Most often, the costs of experiments can be described by
the monetary costs of purchasing necessary computation
resources. Both in simulation and emulation, these costs are
relatively manageable. However, in the case of a deployed
system, experimentation costs can be much higher or lower,
depending on the application context. Experiments on a
deployed system that require changes in system parameters
or functionality can cause failures and loss of users or market
share [5]. However, experiments on a deployed system can
have meager costs in some situations, e.g. if volunteer users
provide their resources.3 In testnets, if most of the resources
are provided by volunteer users, the experiment costs can be
low for researchers. However, attracting a sufficient amount
of users for a testnet can also require some initial investments
and upfront costs to get traction, as can be the case with
marketing costs for blockchain testnets [10].

Scalability. of experiments is strongly correlated with
the costs of experiments. In the case of simulations, it is

2In contrast to that, the deployment of novel system designs is a
common practice in the blockchain industry [18]. However, the quality
of experimental evaluations is lacking compared to academic research, as
industry whitepapers often present biased and inflated results [20].

3See https://github.com/ethereum/ropsten/blob/master/revival.md.
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TABLE I
A comparison between four different experimental setups: simulation, emulation, testnet, and real-world deployment.

Property Simulation Emulation Testnet Real-world Deployment
Cost of experiment Medium Medium Low/High Low/High
Scalability Medium/High Resource constrained Resource constrained Resource constrained
Environmental realism Low Low/Medium High Very High
Failures discoverability Impossible Low Medium High
Reproducibility High Medium Low Low
Control High High Medium Low
Speed of change Fast Fast Medium Slow
Debugability High Medium Medium Low

relatively cheap to scale up the simulation size. In emulation,
the upper bound for scalability is typically limited by the
available computational resources of a testbed. In the case
of a testnet, the scalability is limited to the computational
resources available to the researcher. In a real-world deploy-
ment, the scale of the experiment is usually limited by the
number of end-users and the resources they contribute.

Environmental realism. This is one of the two key
features that set testnets and deployments apart from other
experimental setups. Environmental realism is comprised of
three different parameters: (1) client heterogeneity, e.g., dif-
ferences in hardware capabilities; (2) variability in external
parameters such as network conditions; (3) the effect of
user behaviour. A real-world deployment captures all these
three parameters. The key difference with the testnet is the
effect of user behaviour; e.g., a testnet can be exclusive to
expert users, reducing realism. User incentives in testnets
are also sometimes simplified, e.g., in blockchain testnets,
there usually are no financial incentives. Both in simulation
and emulation, all three parameters of environmental realism
are lower compared to other experimental setups. External
parameters such as network conditions can be more realistic
with emulation. Realistic client heterogeneity is challenging
to represent realistically in an emulation conducted with het-
erogeneous hardware. One observation is that environmental
realism can be improved for simulation and emulation if
these setups are designed with values known from mea-
surements of deployed systems. Two key factors limit such
measurements: first, the measured system should have a very
similar application context; Second, it is not certain if the
results of the measurements still hold as the system evolves.

There has been some work that aims to bring environmen-
tal realism to simulation or emulation setups. Sarzyniec et al.
present Distem, a virtualisation platform to enable resource
heterogeneity in a homogeneous compute cluster [23]. While
this is a step to make experiments more accurate, the failure
model and user-generated workloads are not carried over
from the real-world environment. Recent work on scalability
experiments with BFT consensus protocols proposes a simu-
lator [1]. Understanding the realism gap between simulators
and real-world environments is a key part of this work.

Discoverability of new failures. This is another key
property that distinguishes controlled and uncontrolled ex-
periment setups. Certain types of failures can only be dis-

covered in a real-world environment, particularly emergent
and user-caused failures [13]. Testnets can reveal certain
types of emergent and partial failures [5]. Relatively fewer
novel types of failures can be revealed by experiments using
emulation setups. In principle, simulations do not allow for
discovering new types of failures.

Reproducibility. This parameter is tied to the availability
of the same setup to different researchers. Simulation, at
least in theory, allows for the highest level of reproducibil-
ity, given that all artefacts can easily be published. With
emulations, the evaluated software can be made available,
but access to an identical experimental testbed is not always
available. It could be argued that while reproducibility is
low for both testnets and deployed systems, a testnet allows
for a relatively easier replication of experimental conditions,
which is almost impossible with deployed systems.

Control. Simulation and emulation are the experimental
setups that give researchers the most control over the flow
of their experiments. With testnets and real-world deployed
systems, researchers usually have little to no control over
the system while it is running since there is a dependency
on the volunteers or end users that are running the software.

Speed of change. The speed at which an experiment
can be modified is a distinguishing factor between different
experimental setups. This speed of change is usually the
lowest in a deployed real-world system, given the delays
caused by the propagation of software updates. Testnets
can allow for somewhat quicker deployment cycles. In both
cases, deployment and the collection of results can be time-
consuming. Simulation and emulation setups have relatively
low external constraints and quickly be changed.

Debugability. Discovering, analyzing and reproducing
software bugs in deployed systems require dedicated infras-
tructure and can be a time-consuming process. In compari-
son, testnets and emulation provide more debugability since
the researcher has a higher level of control. Simulation can
provide the highest discoverability of bugs as long as the
scale of the simulation is not too large.

This analysis shows that we can not have a com-
prehensive evaluation without deployment. We need
to account for environmental realism and failures,
which are detectable only in a real-world scenario.
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3. Experiments
(in controlled

environment)
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4. refine 6. refine

6. refine

Fig. 2. Our deployment-first research methodology. The key difference with Figure 1 is that we directly apply new insights or real-world workload traces
to the mechanism design and experiments, respectively (step 6).

III. TRIBLER: DEPLOYING AND MONITORING
DECENTRALIZED MECHANISMS AT SCALE

Tribler is our lab’s peer-to-peer file-sharing software and
research vehicle to deploy and evaluate decentralized mech-
anisms at scale [8]. We have used the Tribler software for al-
most two decades to obtain unique insights into the complex
interactions and dynamics in live peer-to-peer networks [22].
Over 30 PhD researchers and BSc/MSc students have used
our software to evaluate their mechanisms. Tribler also has
a stable user base that enables longitudinal deployment
experiments. Over 1.8 million users have downloaded the
Tribler software, and at the time of writing, Tribler has
40’000 unique monthly users.4

Tribler was initially designed as a file-sharing application
that allows users to download torrent files anonymously
using a custom onion-routing protocol [16]. Tribler uses
the IPv8 networking library that supports authenticated
messaging and enables the construction and maintenance
of decentralized overlays. Over the years, however, Tribler
has evolved from a BitTorrent download client to a versatile
application with features such as keyword search, bundling
torrents into channels, and reputation mechanisms to address
free-riding behaviour [19].

A. Deployment-First Research Methodology

Tribler is a vital part of our labs’ research methodology
since it enables us to deploy and evaluate decentralized
mechanisms at scale. Tribler also allowed us to try out a
different research methodology with an increased focus on
deployment. Originating from our experiences with Tribler
and deployment efforts, we now present our deployment-first
methodology of decentralized systems design and refinement
based on a continuous experimentation cycle. Figure 2
visualizes an updated approach to the traditional research
methodology shown in Figure 1. We argue that in continuous
experimentation, the system’s deployment stage does not
take place after experiments (step 3 in Figure 2). Instead,
we treat deployment as a critical next step in our research
methodology that happens after experiments. Potential find-
ings from deployment studies include discovering new types
of failures that do not occur in a controlled environment
and novel insights or performance issues caused by the
unpredictability of real-world environments. These insights

4See https://release.tribler.org

feed directly into the refinement of the design and exper-
iments in the following two ways (step 6 in Figure 2).
First, we leverage our new insights to update and improve
the decentralized mechanism, similar to how the standard
research methodology uses experimental results for refine-
ment. Second, we use information obtained from deployment
to refine our experiments in a controlled environment. This
can be done, for example, by replaying a workload trace
obtained from the live network during in-house experiments
to evaluate mechanisms under a more realistic workload. A
key focus during deployment is on monitoring the mecha-
nism to detect failure or anomalies. This is further discussed
in Section III-C.

Our methodology does not substitute the need for exper-
iments in controlled environments. On the opposite, data
obtained from a deployment trial, such as network character-
istics, the performance of clients, and user behaviour, should
be used to address the limitations of other experimental
setups, such as simulation and emulation. Therefore, this
data increases the realism of local experiments and helps in
further validating mechanisms before deployment.

B. Motivating Use-Case: Experimental Tokenomics

We now describe how we have applied our deployment-
first methodology during a recent deployment trial. This
trial uses tokenomics to address free-riding behaviour while
downloading content with Tribler.

Mechanism Design and Objectives. A fundamental issue
in peer-to-peer networks is free-riding behaviour, where one
peer takes more resources from the community than it con-
tributes [9]. In Tribler, this manifests as a user downloading
more data from others than contributing back (seeding).
Earlier work established that free-riding behaviour in Tribler
is typical, resulting in fewer uploaders and degradation of
download speed [19]. Since our anonymous downloading
mechanism increases resource usage even further, addressing
free-riding behaviour became an important issue as the
Tribler network grew.

Our solution to free-riding combines three complemen-
tary mechanisms, each designed, evaluated and deployed in
Tribler using our deployment-first methodology (also see
Figure 3). The first mechanism is a lightweight, decen-
tralized ledger named TrustChain, which stores all pair-
wise bandwidth transfers between users in the network in
the form of records [21]. TrustChain is designed explicitly
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1. Accounting

Mechanism

2. Reputation

Mechanism

3. Resource Allocation

Mechanism

Fig. 3. Three complementary mechanisms we used to address free-
riding behaviour in Tribler [7]. We evaluated each mechanism using our
deployment-first methodology.

for lightweight accounting in decentralized networks and
is highly scalable in the number of participants because it
avoids a global consensus mechanism. Users share these
records with other users using a simple gossiping mech-
anism. Our second mechanism is a reputation mechanism
that, based on received records, computes a trustworthiness
score for other users. The third mechanism is a resource
allocation mechanism that determines for each user to which
other users it will upload data. The combined working
of these mechanisms allows users to identify free-riders
themselves and consequentially refuse them services while
giving honest users preferential treatment. Additional details
and experimental results can be found in our other work [7].

Applying our Deployment-First Methodology. We de-
ployed each of the three mechanisms and went through
various deployment cycles to improve and fine-tune them.
As a first step, we designed TrustChain, implemented it
and conducted correctness and validation experiments on our
compute cluster (steps 1-3 in Figure 2). We then integrated
TrustChain into the Tribler software, implemented a crawler
to gather created records, and published a new software
release. Due to the lack of real-world traces and insights,
we could not adequately set some parameters, for example,
the interval at which TrustChain records are shared with
other users. Only after a few deployment cycles did we have
insights on setting such parameters.

We continuously monitored the created TrustChain
records in the Tribler network, and we were able to detect
various failures and design shortcomings that were not
discovered during our local experiments. For example, our
deployment revealed that our initial design of TrustChain
was falling short because a user can only be engaged in
recording one transaction at the same time. This shortcoming
significantly limited the speed at which records could be cre-
ated and is an essential limitation since the Tribler software
frequently communicates with other users simultaneously. It
bootstrapped a redesign of the format of TrustChain records
with support for concurrent transactions (see [7]). At the
same time, we used the collected TrustChain records to
start designing our reputation mechanism (see [21]). We
also discovered various bugs in the deployment stage, for
example, one bug was related to database corruption that
occasionally occurs on a particular version of Windows.

C. Lessons Learned

We have conducted multiple deployment trials with Tri-
bler. Due to space constraints, we cannot discuss all in-
sights obtained when applying our deployment-first research
methodology. However, we will summarize four lessons we

learned when working on the previously described use case
and our other deployment trials.

Lesson I: Plan for Mechanism Upgrades and Maintain-
ing Backwards Compatibility. Tribler consists of various
mechanisms that we continuously monitor and improve.
Upgrading these mechanisms sometimes required us to
make changes that break compatibility with prior versions.
This compatibility break results in the fragmentation of the
network since users with different versions of a particular
mechanism can no longer communicate with each other.
Additionally, such breaking changes often require software
logic that updates locally stored data (e.g., in a database) to
be compatible with the new mechanism.

We aim to minimize the number of breaking mechanism
changes to avoid too much fragmentation of our network and
to ensure sufficient usage of newly deployed mechanisms.
This aim is also motivated by our observation that users are
relatively slow in updating their Tribler software when a new
release is published, especially if the benefits of the soft-
ware update are unclear.5 During our deployment trials, we
learned that we should plan for mechanism upgrades already
while designing a particular mechanism. We note that this
problem is not exclusive to Tribler since many blockchain
systems occasionally have to upgrade their network protocol
by releasing a new software version or forking the network,
e.g., to fix security issues or improve performance [27].

Lesson II: The Importance of Monitoring. Contin-
uously monitoring the behaviour of new mechanisms is
critical to detect failures and anomalies in deployment [28].
We engineer a crawler during every deployment trial and
provision it when a new Tribler release is published. This
crawler joins a particular overlay network as a peer, sends
data queries to other Tribler instances and persists the
retrieved information in a local database. This practice
is comparable to collecting, analyzing and visualizing the
transactions made in blockchain networks.

We have deployed multiple crawlers to gather data from
our live network. For example, alongside the TrustChain
ledger, we also deployed a crawler that collects records cre-
ated by users. However, due to churn, the crawler sometimes
is unable to collect particular data points. Because a user
could have gone offline before the crawler sent a request,
our datasets did not always contain all the data points we
required. Despite this, the data collected during deployment
revealed a large-scale outage due to a software bug since the
number of created TrustChain records dropped significantly.
These experiences taught us that monitoring infrastructure
is crucial to planning a deployment.

Lesson III: Document all Design Decisions and
Changes. Successfully applying our deployment-first
methodology requires adequate planning and introduces
unique challenges for developers and researchers. In early
deployment trials, we could have documented our design
and deployment decisions better and, therefore, would
have avoided repeating prior mistakes. Over the years, we

5See https://release.tribler.org.
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adopted the open science approach [6] to publicly record all
our source code, design decisions and meeting minutes. We
also carefully report our observations from the deployment
environment and document failures to avoid repeating
particular mistakes in future iterations of a mechanism. This
open science approach is now an essential aspect of our
Tribler development cycle and research methodology. Open
science also helps other researchers understand and replicate
our prior results. It is also beneficial for users interested
in understanding how the Tribler software behaves, what
data is being collected, and what mechanisms are being
executed on their devices. All this information is publicly
available on our GitHub repository.6

Lesson IV: Do not Deploy Too Much at Once. A
common mistake we made during early deployment trials
was that we tended to include multiple new features or
mechanisms in a single release. Not only did this prolong
the time between software releases, but it also increased
the risk of breaking the Tribler software when there was
a defect in one of the newly-deployed mechanisms. It also
made it impossible to isolate the effects of specific changes.
To avoid these risks, we currently aim to include at most one
new feature per release and aim for short release cycles. For
example, we shipped each of the mechanisms described in
the use case in Section III-B with separate releases with a
few months between them.

We also learned that mechanism design is an incremental
process that requires multiple iterations to grow and become
fruitful. For example, when designing a socio-economic
mechanism, it is often impossible to adequately parameterize
the mechanism since the dynamics of the deployment envi-
ronment are not known apriori by the researcher. Only in
response to data collected from a real-world environment
the mechanism can be made robust and optimized for a
particular application domain.

IV. THE ROAD AHEAD

We have argued that the increasing complexity and de-
pendencies on decentralized systems such as blockchain
applications require more robust and mature experimentation
methodologies. Such methodologies are needed to identify
new types of failures in realistic environments. We argued
that deployment should be explicitly integrated as a key step
in the research methodology to improve the evaluation of
decentralized mechanisms.

We have presented our deployment-first approach that
goes beyond the standard research methodologies. We also
presented Tribler, our research vehicle for deploying decen-
tralized mechanisms. We showed how we use insights from
deployment trials to improve the design of decentralized
mechanisms and their experiments. We have shown that ex-
perimental setups based on deployment provide (1) insights
into new types of failures; and (2) a foundation for the
design of realistic experiments in controlled environments.

6See https://github.com/tribler/tribler/issues.

By describing a tokenomics use case, we demonstrated the
feasibility of our deployment-first approach in practice.

Our deployment-first approach is a continuously evolving
methodology. One possible extension is the addition of
infrastructure and approaches for A/B testing decentralized
mechanisms. This approach would serve different algorithms
and parameters to distinct subsets of users.
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