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• Von Neumann Memory wall





• Async loading engine
• NVLink 

• Industry Leading fabric in Bandwidth
• NCCL IOMMU (phys memory translation) conflict ~ No CPU scene

• TPU async loading engine
• mpi allreduce for tensor abstraction
• overlap rate is low when it’s dependency pointer chasing

• In order-core AMU
• object back scratchpad
• With context fetching to local to compute

https://asplos.dev/wordpress/2022/02/12/iommu-conflicts-with-nccl/


• Polluting the cache
• Side channel
• Not instantly consumed cacheline lead to mispredict

• timing sequence is hard even with sophisticated prefetcher 
• VMT - Todd Austin’s Graph prefetching dependency offloading to Little core
• Leap - Husan’s software solution of profiling guided prefetching
• FastSwap - Software defined cost model for disaggregation

• The right target address is hard to predict if it’s random or long dependency chain
• Especially when the 4kB R/W is 3000ns



• A profiling guided RDMA/smartNIC way with their own memory metadata managed
• AIFM

• Has array library to implement MCF’s data structures allocated in continuous memory
• Carbink

• Pointer managed as a batch and integrate to TCMalloc
• STKY

• Namsong Kim’s smartNIC solution, near NIC Arm core handle zswap to compress to OS zpage
• MIRA

• Yiying Zhang’s Software-implemented Optane Memory mode for managing remote Page metadata
• Function level Static Analysis for remote offloading and deal with page metadata locally
• Spec2017 MCF 345MB WSS 12MB Metadata that fits LLC
• what if 2GB WSS ~100MB Metadata?



• C++ object >64B cacheline < 4KB page
• WSS’s metadata is bigger than LLC, don’t scale, like Optane Memory mode 2RTT



• Data Streaming Accelerator (SPDK DMAEngine but new in GNR/Zen5 for CXL.mem)
• A ~400M-1GHz little core near CPU, use the movdir64 async for backend data movement

• interrupt for callbacks, could do not flush ROB
• It can put memory back LLC 400ns->20ns(Demisifying by Nam)

https://insujang.github.io/2021-04-26/using-intel-ioat-dma/


• bulk memory
• doesn’t support memory operators

• Possibly evolve with IAA in Emerald Rapids or later

• single rooted



• Offload the Control Flow to near memory device with small data coherency
• Not prefetching, prefetching fails
• Not Memory metadata, Memory metadata doesn’t scale

• Run compiling once and update the remote through AOT
• Adaptively update the AOT, after knowing the cost model dynamically



• Async Load - aload
• Basic Block id offload and coherency cacheline back to retire the



• Full coherence and no full pagetable local or remote
• Only take minor coherency BB remote (will adaptively update)
• The dynamic running learns the panelty of remote weak cores and minor coherency will 

beat pure local for 3000ns latency. We seeks to hide the latency RTT. 



• Compile 2 kind of ISA based on MLIR frontend analysis
• local intel + aload (mwait to emulate)
• remote intel FPGA weak RISCV core RV64-ilp32 etc

• Basic Block id to store the context
• Profiling results
• Next time cost function re-calculate and recompile



• Proposed to find out 4 types of workloads - Metadata don’t fit local LLC
• MRMW(Multi Reader Multi Writer)

• Distributed OLAP ~ cassendra/ bigquery
• SRSR

• Ring data structure ~ Alias? Back invalidation?
• MRSW

• VectorDB
• local OLAP
• Transformer

• Reader Only
• MoE Inference
• MCF



• Serving dicisions for Local NOC vs. Near endpoint SMT
• 40 local + 8SMT*4 remote
• 40 local * 20 node + 8SMT*4 * 20 endpoint


