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Abstract

Although recent deep neural network algorithm has
shown tremendous success in several computer vision tasks,
their vulnerability against minute adversarial perturbations
has raised a serious concern. In the early days of crafting
these adversarial examples, artificial noises are optimized
through the network and added in the images to decrease
the confidence of the classifiers against the true class. How-
ever, recent efforts are showcasing the presence of natural
adversarial examples which can also be effectively used to
fool the deep neural networks with high confidence. In this
paper, for the first time, we have raised the question that
whether there is any robustness connection between artifi-
cial and natural adversarial examples. The possible robust-
ness connection between natural and artificial adversarial
examples is studied in the form that whether an adversarial
example detector trained on artificial examples can detect
the natural adversarial examples. We have analyzed several
deep neural networks for the possible detection of artificial
and natural adversarial examples in seen and unseen set-
tings to set up a robust connection. The extensive experi-
mental results reveal several interesting insights to defend
the deep classifiers whether vulnerable against natural or
artificially perturbed examples. We believe these findings
can pave a way for the development of unified resiliency
because defense against one attack is not sufficient for real-
world use cases.

1. Introduction

Deep learning has helped significantly in today’s time
for solving several computer vision tasks ranging from
object recognition, object detection to person identifica-
tion to reinforcement learning inspired autonomous tasks
[23, 35, 50, 54]. However, the inception of minutely crafted
adversarial perturbations and added in the images show-
case that the deep neural networks are highly vulnerable
[2, 24, 36, 38]. The interesting property of these perturba-
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Figure 1. Process of generating adversarial examples through ar-
tificial perturbation. The left image is the clean image correctly
classified into identity ‘A’. When the artificial perturbation (mid-
dle) optimized using the classifier added in the clean image, we
got the adversarial image (right). In this case, it got misclassified
into the identity ‘X’.

tions is that they are imperceptible to the human examiners
and hence can not be easily caught but can fool the deep
neural networks with high confidence. The perturbed im-
ages are referred to as adversarial examples in the research
community. Figure 1 shows one example of generating the
adversarial example. In this case, an artificial perturba-
tion randomly initialized is optimized using the classifier
and added in the clean image. The final image is adver-
sarial because it was mislabelled by the classifier into the
wrong category. This randomly initialized perturbation can
be optimized over each image or a single perturbation can
be learned to fool the classifier on multiple images [39].

However, it is argued that these artificial perturbations
are hard to find in the real world; therefore, the finding
of natural adversarial examples have recently gained atten-
tion [25, 28, 37]. The natural adversary can be defined in
the form of the presence of artifacts present in the face im-
ages such as random lines that might be added in the uncon-
strained environments [26] or the motion blur is a concern
while capturing the images [28]. Similarly, changing the se-
mantic information of an image while keeping the original
information of an image intact can also help in developing
the adversarial examples [30]. Interestingly, these type of
adversarial examples shows that there is no need of adding
any random noise optimized or not in an image to make it



an adversarial image. Agarwal et al. [2] have conducted an
interesting study regarding the role of sign and direction in
which these perturbations are optimized which make them
perceptible or imperceptible.

As soon the vulnerability of deep neural networks is
identified against the adversarial examples, research ef-
forts are started to improve the robustness of the classi-
fiers. The defense algorithms are broadly divided into
three categories: (i) detection-based, (ii) mitigation or im-
age transformation-based, and (iii) adversarial training or
data augmentation-based. Out of these, adversarial exam-
ples detection and adversarial training received significant
attention and have shown the potential of reducing the im-
pact of adversarial perturbations. While some of the recent
algorithms have shown tremendous success in defending
the adversarial attacks; the majority of defenses are also
proven ineffective [10, 12, 19]. Therefore, careful consid-
eration is required while developing an effective defense al-
gorithm. Another significant limitation of the existing de-
fenses is that they are tackling only the adversarial exam-
ples containing artificial perturbations; leaving the natural
adversaries free to attack. Therefore, in this research, for
the first time, we have performed an experimental study to
defend the deep neural network against both natural and ar-
tificial adversaries. Through the detection algorithm, we
have tried to set up a possible connection between both eras
of adversaries and analyze what will happen if the detection
is trained on one era of adversaries and tested on another.
For that purpose, we have to build a binary classification ar-
chitecture utilizing several popular CNN architectures as a
backbone. The results reveal a possible connection due to
which decent detection performance is observed even when
the different adversaries are unseen at the time of training.
In brief, the contributions of this research are:

• A novel natural and artificial adversaries dataset is pre-
pared to study a robustness connection between these
two different eras of adversarial examples;

• Extensive experimental studies are conducted in seen
and unseen adversarial examples algorithms to analyze
how easy or difficult is the detection of a particular
adversary if it is not seen at the time of training but
came for evaluation.

2. Related Work
In this section, a brief overview of the existing adver-

sarial examples generation algorithms along with the de-
fense algorithms developed to counter them are provided. In
2014, Goodfellow et al. [24] have proposed the simplest ad-
versarial examples generation algorithm by perturbing the
image gradient into the image itself. The perturbation is ap-
plied once in the image and aims to increase the loss of
a classifier. Later Kurakin et al. [36] have proposed the

multi-step variant of the algorithm to increase the strength
of the attack and control the perceptibility of the perturba-
tion. Later, several research efforts are started to improve
the strength of the adversarial attacks, and hence, newer at-
tacks came into the picture. To name a few complex and
effective attacks are: (i) PGD [38], (ii) DeepFool [40], (iii)
Universal perturbations [11], and frequency-based pertur-
bations [9, 17]. Interestingly, the majority of the attacks
are performed in the white-box setting which requires com-
plete access to the target model and hence witnesses poor
transferability against the unseen classification models. To
address those limitations, recently several research efforts
are started to develop the transferable adversarial perturba-
tions [33, 52]. Based on the assertion that the decision of
deep classifiers is based on a few important regions of an
image, Gao et al. [18] have proposed a push and pull tech-
nique to push the informative regions of true class close to
incorrect class and pull the features of wrong class close to
true class. A similar understanding is also used by Wang
et al. [51] and perturb the important image features to de-
velop transferable adversarial examples. Contrary to these
artificial perturbation-based adversaries, recent efforts are
also focused on finding the natural adversarial examples
[2, 42, 53]. Hendrycks et al. [29] have selected the images
of 200 classes that are misclassified by the ResNet50 classi-
fier and termed them as natural adversarial examples. How-
ever, the authors claim that these adversarial examples are
transferable across multiple classifiers. Later, Li et al. [37]
have improved the adversarial examples proposed in [29] to
strengthen the naturalness of the adversarial examples.

A similar advancement in the research efforts is also
seen towards developing the defense algorithms to counter
these adversarial examples. However, so far the defense
algorithms are tackling the artificial adversarial examples.
The possible reason might be that natural adversarial ex-
amples are recently highlighted in the research community
and do not have a benchmark dataset covering both natu-
ral and artificial adversarial examples. One of the popular
and effective defenses against the adversarial examples is to
segregate them from the clean examples by detecting them.
Towards that several binary classification algorithms rang-
ing from simple binary classifier [3] to sophisticated deep
learning-based algorithms are presented [1, 4]. These so-
phisticated algorithms have shown tremendous success in
terms of generalizability by detecting the unseen adversar-
ial examples [20–22, 27, 41]. Another popular and effective
defense against is the training of classifiers either using the
adversarial images itself or through the augmentation of im-
ages of different variations [5,6,8,13,45,46]. While the ad-
versarial training found the effective defense, its computa-
tional complexity and blind spots against unseen attacks are
a major challenge [15, 43, 49, 55]. We refer the readers to
the following survey papers to gain comprehensive insights



Figure 2. Samples of the different eras of adversarial examples
that are considered in this research. Visually the adversarial ex-
amples look close to each other however perturb different features
of the images. Each 2 × 2 image belongs to one adversarial ex-
amples algorithm. From the left of first/second rows: IN-A, IN-
A+, DeepFool, and FGSM adversarial examples. From the left of
third/fourth rows: PGD, NI+, NI-, and HSV adversarial examples.

about the adversarial examples research [7, 34, 44, 48].

3. Natural and Artificial Adversarial Dataset
In this research, we have presented a unique dataset con-

taining both natural and artificial adversarial examples. The
adversarial examples developed as part of this research are
broadly divided into three groups: (i) artificial adversarial
perturbations, (ii) natural adversarial examples, and (iii) se-
mantic adversaries.

To develop the adversarial examples containing artificial
adversarial perturbations, three state-of-the-art and chal-
lenging algorithms namely FGSM [24], PGD [38], and
DeepFool [40]. FGSM works on the manipulation of im-
ages using the gradient information computed over an im-
age. Mathematically, it can be described as follows:

X∗ = X + η · sign(▽XJ(X,Ytrue))

where, X and X∗ represent the clean and FGSM adversarial
image, respectively. η controls the strength of added per-
turbation optimized through the loss function J computed
over image X and its associate true label Ytrue. ▽X is the
gradient concerning X and sign represents the sign func-
tion. The attack is applied once per image and leaves the
perceptible modification visible to the naked eye. Madry
et al. [38] have proposed one of the strongest first-order
universal adversaries. The optimization used in PGD itera-
tively searches for a perturbation vector that minimizes a lp
norm ball around the clean image. DeepFool (DF) is an op-
timization of attack which assumes that the deep networks
behave linearly and tries to project the data onto the sepa-
rating decision hyperplane to make sure it gets misclassified
by the classifier. It iteratively perturbs the input image until
it jumps the decision boundary and gets misclassified. For
both FGSM and PGD attacks we have minimized the l∞

norm of the perturbation whereas DeepFool works on the
minimization of the l2 norm.

In the case of natural adversarial examples, the images
proposed by Hendrycks et al. [29] in the dataset namely
ImageNet-A (IN-A) and Li et al. [37] in their dataset namely
Imagenet-A-Plus (IN-A+) are selected. Hendrycks et al.
[29] have downloaded the natural images of 200 classes
from multiple images hosting websites that can fool the
ResNet-50 classifier. In total, the dataset contains 7, 500
natural adversarial images. Li et al. [37] have improved
these adversarial images by reducing the cluttered back-
ground in the images and cropping the image portion so that
the foreground region takes a sufficient part in the images.

The final category referred to semantic adversaries con-
tains the adversarial examples generated using the algo-
rithms proposed by Hosseini and Poovendran [30] and
Agarwal et al. [2]. The authors in [30] perturb the color
components of images while keeping the value component
untouched. For that purpose, the RGB images are converted
into the HSV color space (we referred to the attack as HSV
attack) and later, H and S components are modified itera-
tively using a scalar value until the network misclassified
the images. While the attack algorithm is close to the hu-
man visual system but it utilizes the network information
while perturbing the images. Whereas, the attack algorithm
proposed by Agarwal et al. [2] utilizes the noise information
naturally inherited (NI) in the images during their time of
acquisition. The authors have extracted those noise patterns
using several image filtering algorithms such as Gaussian,
Laplacian, and Integral. The filtered image is subtracted
from the clean image to get the noise pattern. Later this
noise pattern is added (NI+) or subtracted (NI-) from the
images to generate the adversarial examples. It leads to two
completely different styles of adversarial images.

To generate the artificial perturbation-based adversarial
images and semantic adversarial examples, we have first
randomly selected the 3000 images from the validation set
of the ImageNet dataset [16]. Later, an equal number of ad-
versarial examples are generated from each algorithm be-
longing to an artificial adversary and semantic adversary.
For artificial and HSV attacks, we have used the VGG archi-
tecture; however, similar detection analysis is observed on
the images generated using MobileNet and DenseNet. The
3000 natural adversarial examples both from ImageNet-
A and ImageNet-A-Plus datasets are directly taken with-
out doing any modification. In total, the dataset contains
24, 000 adversarial images belonging to 8 different adver-
sarial algorithms and 3, 000 clean images. We will release
the dataset at a later stage after proper formatting of the
directory structure to enhance the research in this direction.
Figure 2 shows the adversarial images corresponding to dif-
ferent attack techniques used in this research.
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Figure 3. A broad view of the proposed adversarial example detec-
tion network. A binary classification decision boundary is learned
using the images of both clean and adversarial classes.

4. Adversarial Detection Network for Robust-
ness Connection Study

We want to highlight that the aim of this research is not to
solve the adversarial examples detection; while the aim is to
find whether there is any possible connection between dif-
ferent eras of adversaries. Henceforth, in this research, we
have used the simple convolutional neural network (CNN)
network for binary classification of the images into a clean
and adversarial class. The schematic diagram of the pro-
posed architecture is shown in Figure 3. The proposed ar-
chitecture consists of three parts: (i) input images, (ii) con-
volutional blocks, and (iii) dense layers. To learn the pa-
rameters of the network, images of both clean and adver-
sarial classes are fed into the network and the decision hy-
perplane learns to segregate the clean images from the per-
turbed images. The convolutional blocks are divided into
two parts where one part is kept fixed, i.e., the gradient in
these layers is assigned to 0. The second part of the network
is adaptively updated using the batches of input images.
The weights of the convolutional blocks are pre-trained on
the ImageNet dataset. In the end, a few dense layers are
added which are randomly initialized to learn the compact
feature representation of both classes. The first two layers
contain 1024 neurons and the following layer contains 512
neurons. The binary classification network is trained using
binary class cross-entropy loss and the parameters are op-
timized using the ‘Adam’ optimization algorithm. The net-
work is trained for 30 epochs using the batch size of images
equal to 32. The initial learning rate is set to 1e−4 which
is adaptively updated. to extensively study the connection
and to avoid any classifier bias, we have used several CNN
architectures to perform the adversarial examples detection.
The used architectures varied in terms of number of layers,
connection between layers, and their formation and are as
follows: (i) VGG16 [47], (ii) DenseNet121 [32], (iii) Mo-
bileNet [31], (iv) InceptionV3 [37], and (v) Xception [14].
In different networks, a different number of layers are kept
fixed and are optimized in a sense to keep the computational
complexity low while maintaining high detection accuracy.
For instance, in VGG16, the first 10 layers are kept fixed;
whereas, in DenseNet121, wights of 110 layers are fixed.

Adversarial Example

A
U

C
 (%

)

50

60

70

80

90

100

IN-A IN-A+ DF FGSM PGD NI+ NI- HSV Average

VGG16 DenseNet121 MobileNet InceptionV3 Xception

Figure 4. Adversarial examples detection (AUC %) where the ad-
versarial examples algorithm used in training is also used for eval-
uation. NI adversarial examples are found approximately perfectly
detectable in seen training-testing scenarios. Average represents
the average performance of each network across the 8 different
adversaries.

5. Experimental Results and Analysis
In this experimental results are described using the pro-

posed adversarial examples detection algorithm developed
using each CNN architecture. Images of each class are di-
vided into two parts where the first half is used for training
and the remaining half is used for testing. For example,
the real class contains 3000 images, where the first 1500
images are used for training and the remaining 1500 im-
ages are used for evaluation. The experimental analysis can
be described into two scenarios: (i) seen adversarial gener-
ation training-testing and (ii) unseen adversarial examples
whether coming from the same broad category such as IN-
A vs. IN-A+ of a broad natural adversary or different broad
category such as Natural vs. Semantic adversarial exam-
ples. The experimental results are reported in terms of area
under the ROC curve (AUC%) or otherwise specified.

5.1. Seen Adversary Detection

The results of seen adversarial examples training-testing
experiment are reported in Figure 4. The analysis can be
broken based on the category of the adversarial examples it
belongs to. Among the natural adversarial examples, across
each network used, the ImageNet-A examples yield better
detection performance as compared to ImageNet-A+. The
reason can be understood from the motivation of the devel-
opment of the dataset by the authors who reduce the unnec-
essary background and object region features. The differ-
ence in accuracy lies in the range of 1.5% to 2.5%. Among
all the adversarial examples category including the artifi-
cial perturbation category, DeepFool (DF) attack is found
most challenging to detect. Whereas, the FGSM perturba-
tion is found the easiest adversary to be defended among
the artificial perturbations. In other words, the gradient-



Table 1. Unseen adversarial type detection performance in terms of AUC (%). It is observed that the detector architecture yields high
performance when the training and testing adversarial examples belong to the same broad category. However, the performance drops are
observed when the different category of adversarial examples comes for testing. – represents the seen training-testing scenario and hence
removed to avoid any confusion. The seen scenario results are reported in Figure 4.

CNN Type Train ↓
Test →

Natural Artificial Semantic AverageIN-A IN-A+ DF FGSM PGD NI+ NI- HSV

VGG16

Natural IN-A – 93.66 55.24 57.14 52.17 70.74 61.5 59.63 64.30
IN-A+ 95.51 – 54.66 54.75 51.92 67.22 61.78 55.87 63.10

Artificial
DF 62.66 58.98 – 95.16 83.97 79.19 73.34 52.09 72.20
FGSM 59.44 52.25 60.33 – 88.1 70.98 70.51 50.94 64.65
PGD 55.48 45.25 61.24 98.87 – 79.31 79.87 66.97 69.57

Semantic
NI+ 70.14 62.4 56.7 74.97 68.37 – 70.44 62.84 66.55
NI- 72.24 64.38 55.64 69.14 66.22 62.63 – 60.71 64.42
HSV 71.33 69.87 53.53 58.48 52.58 56.52 49.53 – 58.83

DenseNet121

Natural IN-A – 96.88 54.75 53.13 53.04 73.02 64.38 64.99 65.74
IN-A+ 97.71 – 53.7 53.52 52.71 73.05 62.23 57.9 64.40

Artificial
DF 71.18 68.6 – 95.05 84.06 74.15 51.69 68.14 73.27
FGSM 66.45 57.06 60.57 – 92.59 79.59 53.06 78.21 69.65
PGD 69.65 62.5 59.68 97.26 – 83.33 72.08 84.78 75.61

Semantic
NI+ 72.65 66.03 53.35 61.8 62.33 – 91.56 67.24 67.85
NI- 78.42 74.19 50.72 51.17 57.24 94.01 – 68.02 67.68
HSV 51.15 55.61 52.19 50.53 48.72 47.01 57.45 – 51.81

MobileNet

Natural IN-A – 93.99 59.9 63.84 56.1 65.59 72.84 47.36 65.66
IN-A+ 96.09 – 56.8 64.53 55.79 71.4 72.59 46.9 66.30

Artificial
DF 55.31 53.75 – 97.27 92.09 47.5 43.12 45.45 62.07
FGSM 73.04 65.17 60.49 – 91.22 82.18 76.94 57.67 72.39
PGD 71.64 71.21 90.46 97.83 – 79.12 76.97 64.42 78.81

Semantic
NI+ 88.77 81.99 54.66 68.19 60.12 – 87.08 55.1 70.84
NI- 82.29 76.95 53.21 60.21 60.06 86.16 – 63.79 68.95
HSV 31.66 31.68 52.17 70.12 60.86 59.38 58.76 – 52.09

InceptionV3

Natural IN-A – 90.78 55.87 61.54 57.62 69.67 68.62 58.04 66.02
IN-A+ 93.01 – 56.19 63.07 58.57 73.89 72 59.66 68.06

Artificial
DF 57.7 54.53 – 95.65 88 68.91 55.25 48.34 66.91
FGSM 73.78 65.71 59.07 – 85.78 79.14 71.17 66.48 71.59
PGD 71.95 63 60.02 96.83 – 81.7 75.79 70.57 74.27

Semantic
NI+ 67.58 58.71 55.16 71.95 63.87 – 62.56 48.81 61.23
NI- 76.87 66.75 55.71 72.73 68.01 82.62 – 58.14 68.69
HSV 62.22 58.48 54.12 63.35 55.73 65.24 50.66 – 58.54

Xception

Natural IN-A – 96.03 55.26 58.91 51.88 69.58 63.77 49.83 63.61
IN-A+ 95.56 – 55.18 59.72 55.85 71.8 70.66 49.01 65.40

Artificial
DF 64.73 61.9 – 98.14 92.23 59.75 58.36 39.91 67.86
FGSM 75.94 68.66 59.93 – 88.05 83.8 77.46 62.55 73.77
PGD 75.73 67.39 60.08 98.6 – 86.64 80.95 68.74 76.88

Semantic
NI+ 74.21 69.33 55.5 70.5 62.04 – 46.81 61.72 62.87
NI- 71.05 68.72 54.85 69.72 64.84 40.2 – 52.23 60.23
HSV 42.09 44.44 50.58 55.19 49.47 47.39 45.81 – 47.85

based attacks (FGSM and PGD) yield higher detection per-
formance as compared to the decision boundary-based op-
timization attack (DF). In terms of semantic adversarial ex-
amples, naturally inherited adversarial examples are found
approximately perfectly identifiable; whereas, the HSV at-
tack poses a slight challenge in its detection. The reason

might be that the HSV attack does not touch the image fea-
ture component and only modifies the color components;
whereas, the NI attacks perturb the frequency features of an
image and significantly alter image distribution. The VGG
backbone CNN architecture yields more than 96% detec-
tion performance of the HSV attack adversarial examples.
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Figure 5. Adversarial examples detection architecture utilizing ‘N’
attack classes to act as auxiliary information. At the time of test-
ing, if the image is classified in any of the attack categories is
classified as adversarial else termed as real.

Figure 6. Adversarial examples detection accuracy (%) when in-
dividual and all (of same category only) adversaries of natural and
artificial adversaries are used for training.

In terms of performance of the individual CNN architecture
deployed for adversarial examples detection, VGG yields
the best average detection AUC value of 93.02% followed
by the DenseNet121 with an AUC value of 92.63%.

5.2. Unseen Adversary Detection

Compared to seen adversary performance, the perfor-
mance under unseen adversary sees a significant drop as
expected. The analysis can be broken down into two parts:
(i) unseen adversary detection but belonging to the same
broad category and (ii) unseen adversary coming unseen
broad category as well. We are going to discuss the per-
formance obtained using VGG; however, similar observa-
tion has been observed across different networks. In unseen
adversaries belonging to the same category, the detection
networks are found robust but the vulnerability of the de-
tection networks increases as soon as the adversaries from
the different categories occur. For instance, when the VGG
network is trained on IN-A and tested on IN-A+, it yields
93.66% detection AUC which is even better when the IN-
A+ is trained and tested in the seen setting. A similar higher
generalization is observed when the IN-A+ trained detector
is evaluated on the IN-A images. It reflects the possible con-
nection between both the natural adversaries. Interestingly,
natural adversaries are found close to semantic adversarial
as compared to artificial adversaries. The phenomena can
also be observed in the reverse case, where the adversar-
ial examples detection network trained on the semantic ad-
versaries yields better performance on natural adversaries
as compared to the artificial adversaries. It can be thought
from the fact that both these adversaries utilize some form

of natural statistics to find the adversarial examples. Among
the natural adversaries, the IN-A+ adversarial images are
hard to detect as compared to IN-A as also observed in the
seen adversary training-testing setting. In terms of artificial
perturbations, the detectors trained on them show higher de-
tection performance on semantic adversaries in comparison
to natural adversarial images. The above-discussed findings
are reported in Table 1.

5.3. N-Way Attack Supervision

We assert that in place of training the classifier individ-
ually on each adversarial attack algorithm, can we use all
adversaries of maybe the same category to learn ‘N + 1’
class classification architecture. Where N belongs to the
number of attack classes, for example, natural adversaries
have two classes and +1 stands for real class. Hence as
shown in Figure 5, in the case of all-natural adversaries, 3
class classification architecture is trained. The motivation is
in place of wasting the attack information can use that extra
information as auxiliary information to enhance the detec-
tion performance. The results reported in Figure 6 reflect
that such intuition is beneficial where the average attack
detection performance shows improvement. For instance,
when all-natural adversaries are used for training, the aver-
age detection accuracy on the natural adversarial examples
is 90.1% which is 1.6% and 3.15% better when the detector
is trained on IN-A and IN-A+ images only, respectively. A
similar observation has been noticed in other categories of
the adversarial examples described in this research. For in-
stance, in the case of artificial adversaries, when all attack
class images are used for training, it yields at least 0.47%
and up to 7.17% higher average detection accuracy.

6. Conclusion
Artificial adversarial examples have shown tremendous

stealthy nature in fooling almost ‘any’ deep learning classi-
fier whether CNN, reinforcement learning, or vision trans-
former. On top of that, the recent surge in the development
of natural adversarial examples has complicated the robust-
ness research. In this research, for the first time, we have
explored a possible robustness connection between the nat-
ural and artificial adversarial examples. For that, we have
developed the adversarial examples detection network and
performed an experimental analysis using several CNN ar-
chitectures. Through the extensive experiments, we found
that some adversarial attacks are highly simple to detect,
and on the other hand few are hard to defend even in seen
training-testing settings. Our study also reveals that natural
and semantic adversaries share characteristics that make the
detection algorithm trained on one generalized on another.
In the future, we plan to extend the proposed study both to-
wards expanding the dataset and developing a sophisticated
algorithm to enhance the detection performance.
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